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Abstract

Background: Difficulties in handwriting, such as dysgraphia, impact several aspects of a child’s everyday life. Current methodologies for the detection of such difficulties in children have the following three main weaknesses: (1) they are prone to subjective evaluation; (2) they can be administered only when handwriting is mastered, thus delaying the diagnosis and the possible adoption of countermeasures; and (3) they are not always easily accessible to the entire community.

Objective: This work aims at developing a solution able to: (1) quantitatively measure handwriting features whose alteration is typically seen in children with dysgraphia; (2) enable their study in a preliteracy population; and (3) leverage a standard consumer technology to increase the accessibility of both early screening and longitudinal monitoring of handwriting difficulties.

Methods: We designed and developed a novel tablet-based app Play Draw Write to assess potential markers of dysgraphia through the quantification of the following three key handwriting laws: isochrony, homothety, and speed-accuracy tradeoff. To extend such an approach to a preliteracy age, the app includes the study of the laws in terms of both word writing and symbol drawing. The app was tested among healthy children with mastered handwriting (third graders) and those at a preliterate age (kindergartners).

Results: App testing in 15 primary school children confirmed that the three laws hold on the tablet surface when both writing words and drawing symbols. We found significant speed modulation according to size ($P<.001$), no relevant changes to fraction time for 67 out of 70 comparisons, and significant regression between movement time and index of difficulty for 44 out of 45 comparisons ($P<.05$, $R^2>0.28$, 12 degrees of freedom). Importantly, the three laws were verified on symbols among 19 kindergartners. Results from the speed-accuracy exercise showed a significant evolution with age of the global movement time (circle: $P=.003$, square: $P<.001$, word: $P=.001$), the goodness of fit of the regression between movement time and accuracy constraints (square: $P<.001$, circle: $P=.02$), and the index of performance (square: $P<.001$). Our findings show that homothety, isochrony, and speed-accuracy tradeoff principles are present in children even before handwriting acquisition; however, some handwriting-related skills are partially refined with age.

Conclusions: The designed app represents a promising solution for the screening of handwriting difficulties, since it allows (1) anticipation of the detection of alteration of handwriting principles at a preliteracy age and (2) provision of broader access to the monitoring of handwriting principles. Such a solution potentially enables the selective strengthening of lacking abilities before they exacerbate and affect the child’s whole life.

(JMIR Serious Games 2020;8(4):e20126) doi:10.2196/20126
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Introduction

Background

Dysgraphia is a learning disability that involves unsatisfactory handwriting production, given age, normal intelligence, and absence of neurological, perceptual, or motor problems [1]. Dysgraphia can also be characterized by an excessively long execution time notwithstanding adequate readability, resulting in difficulty to keep up with peers in everyday tasks or homework [2,3]. Dysgraphia heavily impacts a child’s school and everyday life, as handwriting is fundamental in the learning process. Handwriting difficulties, especially at an early educational age, have an effect on children’s self-esteem and cause behavioral problems and early school abandonment [4]. Dysgraphia can occur in isolation or in association with a specific learning disorder (eg, developmental dyslexia with a moderate comorbidity correlation) [1] or fall within a more generalized developmental coordination disorder [5]. In the latter case, motor coordination difficulties are not limited to writing, but emerge in other daily activities (eg, playing an instrument, performing sports activities, and lacing up shoes).

The exact epidemiology of dysgraphia is still under debate, resulting in differences in the diagnostic criteria adopted by different schools of thought [6]. Beside the lack of consensus, current diagnostic tools are affected by the following two main limitations: (1) as they are primarily based on handwriting production, the actual diagnosis cannot be performed before complete handwriting maturation in the third year of primary school [7] and (2) the examination itself is based on either qualitative observation of the writing outcome, which might be prone to different interpretations according to the examiner, or the writing speed, which is not a comprehensive indicator.

The limitations of the diagnostic procedure contribute to uncertainty in the estimation of the actual incidence of the phenomenon. Indeed, the reported prevalence of handwriting problems ranges between 5% and 27% [6,8]. Such a wide range includes both underestimation, when a child has no access to a diagnostic visit with a specialist, and overestimation, when the lack of a prompt intervention exacerbates transient difficulties, which are improperly translated into the corresponding disability.

Needs

Against this background, there is an urgent need for innovative solutions to support the screening for dysgraphia. An effective solution must meet the following requirements: (1) quantitatively reveal potential alterations in writing production; (2) detect potential weaknesses at an early stage, thus enabling early intervention; and (3) be easily accessible to the user in order to reduce delayed diagnoses and allow longitudinal monitoring.

To meet the first requirement, understanding in which way dysgraphia alters the principles of handwriting is fundamental to quantify such alterations. It is known that handwriting problems are often linked to a lacking sense of rhythm [9,10].

In handwriting, rhythm can be translated into the ability of pacing letters to keep constancy in movement execution. Specifically, the following two laws of motion relevant to this scope have been studied during handwriting: isochrony and homothety. The isochrony principle states that bigger gesture execution is accompanied by an increase in average movement speed to keep the movement time approximately constant [11]. The homothety principle predicts that the fraction of time devoted to each letter of a word is kept constant and is independent of the total word duration [11,12]. When both these principles are fulfilled, relative and total execution time are approximately constant between different word sizes or speeds. Both these principles are reported to be altered in handwriting production among pupils with dysgraphia having dyslexia comorbidity [13]. Indeed, when asked to write a word on a piece of paper affixed on a digitizing tablet at different speeds and dimensions, primary school children affected by learning disabilities were not able to adapt their speed to task requirements, showing difference from their typically developed peers.

Experts stress the concept that pupils with dysgraphia tend to write every single letter faster than typically developing peers, with greater pauses and poorer accuracy [2]. Such observations suggest an alteration of the speed-accuracy tradeoff principle, which states that the more accurate the task, the longer it takes to accomplish it. Smits-Engelsman et al [14] reported that children with learning disabilities were less accurate in continuous cyclical fast aiming tasks, whereas they performed similarly to their peers when paced by an external “go” signal. The speed-accuracy tradeoff alteration in this group seems therefore related to continuous open loop activities, such as handwriting tasks. A model used to assess the speed-accuracy tradeoff during continuous movements is the steering law [15], a continuous formulation of the Fitts’ law [16] with a shift of the paradigm from pointing to path steering. Such a law was tested with different geometrical constraints, but was never applied to handwriting.

To meet the second requirement, uncovering the laws underlying handwriting in drawing is crucial. This would allow the detection of potential difficulties before the acquisition or at least before the complete maturation of the writing gesture. Previous studies on isochrony [17,18] confirmed that such a principle is characteristic of gesture production, thus allowing its study in drawings. As for homothety, an attempt of proving its presence before the complete maturation of handwriting was made by Pagliari et al [19]. They investigated homothety during handwriting in children from the first to the fifth grade, revealing that the principle holds overall, but a deviation was observed for younger children. This finding leaves room for a further investigation on homothety at a preliteracy age.

Finally, to meet the third requirement, leveraging standard consumer technology is key to allowing easy access to the screening process, as reported in other fields [20]. In the scientific literature, the classical setup for quantitative and...
reliable handwriting evaluation involves digitizing tablets, which are still far from being deployed in nonclinical environments. Indeed, they are more expensive and less general purpose than standard consumer technologies, such as tablets. Moreover, data recording and fruition require specialized software, preventing the acquisition protocol from being straightforward to nonexpert users. For these reasons, tablet-based serious games have been recently proposed to both test perceptual motor skills in primary school children with and without suspected learning difficulties [21,22] and propose preliminarily treatments for dysgraphia [23]. Indeed, the use of tablet-based solutions entails many advantages like the opportunity of introducing encouraging feedback on the user’s performance and the possibility of accomplishing increased interaction and more dynamic scenarios. Such features contribute to achieving a greater engagement, which is key especially for children’s application. However, such a technology must be validated for the study of handwriting, since the tablet surface can affect writing performance. Difficulties in changing the writing support are particularly evident in children [24], and we must assure that a change in the writing support does not alter the handwriting laws that hold for the pen-and-paper standard approach.

Objectives

Given the highlighted needs, we devised and developed Play Draw Write, a tablet app to investigate handwriting through serious games designed to test isochrony, homothety, and speed-accuracy tradeoff principles both in word writing and symbol drawing. We proposed the following three goals: (1) to investigate if these writing principles hold when writing on a tablet surface; (2) to verify that symbol drawing can anticipate the detection of potential difficulties at the preliteracy stage; and (3) to investigate how writing-related skills and principles change with gesture acquisition.

Methods

Materials

The hardware chosen for the experiment was Samsung Galaxy Tab A with an S-Pen (Figure 1). The S-Pen with a rubber tip was used to better mimic the paper-and-pencil condition.

Figure 1. Experimental setup. A kindergartner is executing one of the exercises on the tablet with an S-Pen.

The app was developed in Unity 2018.3.2f1 following the principles of theory-driven evidence-based serious games for health [25,26]. We set the sampling rate at 50 Hz, as the frequency content of the recorded movement was expected to be less than 22 Hz [27].
The app *Play Draw Write* presented the following two exercises: 
*copy game* and *tunnel game*, which can be seen in Multimedia Appendix 1 and Multimedia Appendix 2, respectively. The copy game was aimed at testing both isochrony and homothety. We presented the participants an interface with an empty canvas and an example of the word and symbols they had to copy, together with the execution modality (Figure 2A). At the end of each execution, a new empty canvas appeared on the screen. As for the word, “mele” (“apples” in Italian) was chosen since it contains the letters E and L, which are useful to test praxical abilities [28]. As for the symbols, following the Denver test [29], a circle, square, and triangle were chosen. In addition, a sequence of these symbols was also used to test for homothety in symbols.

**Figure 2.** App interface. A: copy game; B: tunnel game.

The tunnel game was aimed at testing the speed-accuracy tradeoff for both words and symbols. Our purpose was to detect the adaptability to different task requirements (ie, accuracy). According to the steering law, accuracy is defined by the index of difficulty (ID) as follows:

\[
ID = \frac{A}{W} \quad (1)
\]

where W is the width between the borders of the path and A is the amplitude of the gesture (ie, perimeter for symbols and the path length for words, both measured in the center of the path). We combined A and W to obtain five different IDs for words and five for symbols, following clinicians’ guidelines (Multimedia Appendix 3). We presented the participants an interface with symbol- and word-shaped paths with different IDs (Figure 2B). An arrow indicated the direction to follow for symbol steering. If the border of the tunnel was crossed, a noise alerted participants to correct themselves. At the end of each execution, a new word/symbol appeared on the screen, with different accuracy constraints. Both for words and symbols, tutorials were provided to familiarize with the task. In the tutorial, a cartoon hand reproduced the exercise. Regarding words, paths were shaped as the word “ele.” Regarding symbols, paths were shaped as circles and squares. To prevent fatigue, the triangle was discarded from the tunnel game, as it is known to be the last symbol learned by children [29].

**Participants and Protocol**

Data collection was performed on children attending the third grade of a primary school and the last year of a kindergarten in the province of Como, Italy. Target ages were selected as handwriting is mastered in third grade [7] and not yet learned in kindergarten. The inclusion criteria were as follows: both right and left handedness, and normal graphical abilities for kindergarten children, according to teachers’ judgement. The exclusion criteria were as follows: known cognitive or sensory-motor problems and learning disability diagnosed for primary school children. All children who attended the partner schools and met the inclusion criteria were invited to participate in the study.

A minimum sample size of 10 children per group was computed on the basis of previous experiments in the field of the speed-accuracy tradeoff [30]. We considered 80% power, a first-type error of 5%, and a drop-out rate of 20%.

We collected data at the end of the school year. Acquisition took place in a quiet room with the child comfortably seated. The complete protocol (Figure 3) duration was 15 to 30 minutes, according to the ability of the children.

In the copy game, the instructions were to copy the word/symbol shown in the upper part of the screen, in the indicated modality (Figure 2A), as in previous studies on similar tasks [13]. We also orally specified the modality, as kindergartners cannot read yet. Word copying was executed by primary school children only, as kindergartners cannot write yet. In this exercise, we specified that they could use their own handwriting style, as trying to copy in an unnatural handwriting would have biased the results. In the tunnel game, during the tutorial, children were instructed to steer the path twice for symbols and once for words, as fast as they could, without crossing the external border. If they accidentally drew outside the path, they were encouraged to correct themselves, without stopping the execution. The instruction gave equal importance to speed and accuracy, as per the theory of constant throughput in speed-accuracy tradeoff [31].

The experimental procedure was approved by the Ethics Committee of Politecnico di Milano (n.10/2019). Written consent was received from school deans, parents, and primary school children.
Data Analysis and Statistics

Data analysis was performed in Matlab R2018b (MathWorks) and R 3.3.3 (R Development Core Team). Significance was set at .05. Given the small sample size, nonparametric statistics were selected for all tests.

**Copy Game**

First, instruction compliance was tested using a Wilcoxon matched paired test comparing the trajectory length between the big and small modalities.

To test isochrony, separately for words and symbols, we considered between-condition differences in the average execution speed. To be compliant with the isochrony principle, we expected the big and fast modalities to be executed faster than the small and slow modalities. We first verified the validity of the law in primary school children (words and symbols) and then extended it to kindergartners to test the potential influence of gesture acquisition.

We considered speed, rather than time, to normalize the execution time for the size, as it was self-selected. For both words and symbols, we discarded the first and last 5% of the trajectory to avoid border effects. Thereafter, we computed speed as the ratio between the discrete difference between adjacent coordinates and the corresponding timestamps. We filtered the result with a 10-Hz low-pass filter, and we averaged the speed over the entire path to obtain a single value per execution. To test the effect of the modality on speed, we used Friedman and Bonferroni post-hoc tests.

To understand if the primary school and kindergarten groups approached the exercise differently, we performed, separately for each symbol, a Mann-Whitney U test with the spontaneous modality speed as the dependent variable and the age group as the independent variable.

To test for homothety on both word and symbol sequences, we computed the percentage of time (fraction time) dedicated to each element of the sequence. For cursive words, the lowest point between two letters was considered as the transition point. Concerning symbols, the first and last frames the pen was on the screen were considered as the beginning and the end of a symbol, respectively. A Friedman test was performed separately on words and symbols (independent variable: modality; dependent variable: fraction time). In case of significance, Bonferroni post hoc was executed. No effect of the modality was expected.

**Tunnel Game**

To study the speed-accuracy tradeoff during handwriting, the steering law was adopted. The steering law predicts a linear relationship between movement time (MT) and ID as follows:

\[
MT = a + b \cdot ID \tag{2}
\]

To compute MT in the word “ele,” we considered the timestamp difference between the first “E” crossing and the last “E” crossing (Figure 4).

To compute MT in symbols, we considered the central part of the execution as follows: for the circle, we discarded the first and last semicircles, leaving a complete central circle; for the square, we discarded the first two and the last two sides, leaving a complete central square. We discarded trials where more than 40% of the path was outside the borders [31], in respect to the total length of the trace (Figure 4; error rate: 42.76%).
Separately for the word and the two symbols, we calculated the global MT, that is, the median movement time across all IDs, for each subject. For the word and the two symbols, we computed a linear regression between IDs, as an independent variable, and MT, as a dependent variable, for each subject separately. For each regression, we computed the $R^2$ and we checked for regression significance that implies the validity of the law. Moreover, we evaluated significant fittings using the root mean square error (RMSE) of regression as an index of the goodness of fit. Significant fittings only were used to compute the inverse of the regression line slope (the index of performance [IP]), which was computed as follows:

$$IP = \frac{1}{b} (3)$$

The IP is an index of adaptation to a task’s accuracy requirements [16]. We tested for differences in MT, RMSE, and IP, considering both age group (Mann-Whitney test) and symbols (Friedman test) as independent variables. When significance was reached, a Bonferroni post-hoc test was performed.

**Results**

**Participants**
We enrolled 15 right-handed primary school children (7 males and 8 females; mean age 8.8 years, SD 0.3) and 19 kindergartners (9 males and 10 females; 2 left handed; mean age 5.9 years, SD 0.4).

**Data Analysis and Statistics**
Test results are reported in Multimedia Appendix 4 and Multimedia Appendix 5, and in Figures 5-7.
Figure 5. Isochrony. A: word, primary school; B: symbols, primary school; C: symbols, kindergarten. X-axis: execution modality; Y-axis: mean speed as box-and-whiskers plots. The red horizontal line is the median, the notch is its 95% CI, and the box is the IQR. Asterisks for between-condition differences involving the spontaneous modality are not reported for clarity purposes.*$P<.05$, **$P<.005$, ***$P<.001$. 

![Graph showing isochrony data for primary school and kindergarten with box-and-whiskers plots.]
Figure 6. Homothety. A and B: primary school; C: kindergarten. A: word; B and C: symbols. Each subplot represents one element of the sequence of letters or symbols. X-axis: execution modality; Y-axis: fraction time, in normalized unit (1 represents the total execution time) as box-and-whiskers plots. The red horizontal line is the median, the notch is its 95% CI, and the boxes represent the IQR. *$P<.05$, **$P<.005$, ***$P<.001$. 
Figure 7. Speed-accuracy tradeoff. A: global movement time (ie, the median movement time computed across all indexes of difficulty). B: root mean square error (RMSE) (ie, the goodness of fit of the steering law). C: index of performance (ie, the inverse of the regression line slope). Data are divided by symbol/word and age group. *P<.05, **P<.005, ***P<.001.

Copy Game

Concerning the copy game, instruction compliance was confirmed by all subjects in all the tests. Indeed, the trajectory in the big modality was always significantly longer than that traced in the small modality (P<.001, Multimedia Appendix 4, exercise compliance).

The speed execution of the word “mele” (Figure 5A; Multimedia Appendix 4, isochrony) reported a significant effect of the modality (P<.001) in primary school children. In particular, speed in the big modality was greater than in the small (P<.001) and slow modalities (P<.001), and that in the fast modality was greater than in the small (P<.001) and slow (P<.001) modalities.

A significant effect of the modality was also found for symbol speed execution in primary school children (P<.001) (Figure 5B). The speed in the big modality was greater than in the small (P<.001 in all cases) and slow (P<.001 in all cases) modalities.

When investigating possible mean speed differences in the spontaneous modality between the two age groups, the Mann-Whitney U test did not reveal a significant effect of age for any of the symbols (circles: P=.55; triangles: P=.10; squares: P=.44; sequences: P=.50; Multimedia Appendix 4, developmental trend).

When analyzing the fraction time of letters in primary school children (Figure 6A; Multimedia Appendix 4, homothety), no significant between-condition differences were highlighted for M (P=.16), L (P=.20), and the last E (P=.21), thus supporting...
the principle of homothety. A significant effect of the modality emerged only for the first E letter (P=.004). Post-hoc tests revealed that the fraction time for the first E letter in the small modality was significantly higher than in the big (P=.006) and slow (P=.009) modalities.

As for the fraction time in the sequence of symbols (Figure 6B), one primary school child was removed from the big modality dataset owing to erroneous execution. No fraction time differences emerged, with the only exception of squares between the small and slow modalities (P=.03).

As for the sequence of symbols in the kindergartners (Figure 6C), the modality had no effect on fraction time for squares (P=.06) and triangles (P=.30). We found a significant effect of the modality for circles (P=.02), which was not supported by the post-hoc assessment.

**Tunnel Game**

Among all trials, two kindergartners were not able to comply with the instructions during word steering, and thus, their data were removed.

Global MT (Figure 7A; Multimedia Appendix 5, developmental trend) was always significantly higher in kindergartners than in primary school children (word: P=.001; circles: P=.003; squares: P<.001).

In the primary school group, the linear fitting between ID and MT was significant for all children, except one in the square task. In the kindergarten group, all children obtained significant fitting for the square, whereas 15/19 circles and 15/17 word fittings were significant (P<.05, R²>0.28, 12 degrees of freedom; Multimedia Appendix 5, exercise compliance).

The RMSE of symbol fitting (Figure 7B; Multimedia Appendix 5, developmental trend) was significantly lower (better fitting) for primary school children than for kindergartners (circle: P=.02; square: P<.001). The between-age difference in the RMSE of word fitting did not reach significance (P=.06), but the same trend was visible. RMSE differences between the word and symbols emerged in the primary school group (P<.001; Multimedia Appendix 5, motor strategy differences), but not in the kindergarten group (P=.08). In the primary school group, words fitted significantly worse than circles (P=.001) and squares (P<.001), but we did not find any significant difference between circles and squares (P=.65).

The IP (Figure 7C) showed a significant effect of age for squares (P<.001), but not circles (P=.65) or words (P=.80). No differences between the word and symbols emerged (primary school: P=.08; kindergarten: P=.13).

**Discussion**

A tablet-based app to investigate handwriting difficulties through serious games was developed and validated. Standard consumer technology, which does not require supervision and is suitable for home or school use, was leveraged to increase the usability and accessibility of the devised tool. The app was designed to quantitatively characterize the three principles underlying handwriting of isochrony, homothety, and speed-accuracy tradeoff in not only word writing but also symbol drawing, with the final aim of anticipating the screening procedure for handwriting alterations in the preliteracy stage.

To verify that isochrony, homothety, and speed-accuracy tradeoff hold on a tablet surface during word writing, the app was tested on 15 typically developing third graders. Results showed that the tablet surface did not affect the presence of these laws for cursive word writing.

Specifically, isochrony was verified, as writing bigger always increases speed and writing smaller has the opposite effect. This confirms the results reported by Pagliarini et al [13], where 39 typically developing primary school children showed isochrony when writing on a piece of paper affixed on a professional digitizer. Our results extend the application domain of their findings, showing that a change in the writing support from a professional digitizer to a commercial tablet does not affect the presence of the isochrony law.

Additionally, the homothety principle holds on the tablet surface, as it was respected in 38 out of 40 cases during cursive writing. Neither writing size nor speed showed a relevant effect on the percentage of time dedicated to each letter with respect to the total word duration, with the only exception of one letter in the small modality, which significantly differed from both the big and slow modalities. This small exception may be ascribed to the nature of the cursive script. As letters are smoothly joined, different segmentation techniques might bring different outcomes. Indeed, our results on the tablet are in line with and further enhance previous work [13], which reported a higher number of exceptions of the homothety principle for the cursive script on a digitizer.

Finally, the speed-accuracy tradeoff principle was confirmed while writing on the tablet surface, since the steering law on words reached significance for 14 out of 15 primary school children. Importantly, these results support our proposal to leverage the steering law to study the speed-accuracy tradeoff during handwriting, which was never performed previously.

The above results support the use of tablet technology to quantitatively assess handwriting production. This is an important achievement, as previous research revealed that changing the writing surface is challenging for writers. Although literature reports an increase in writing speed resulting from the low friction coefficient of the tablet surface [24], this work proves that possible differences in specific parameters are not reflected in the violation of more high-level handwriting laws.

To detect possible handwriting alterations at an early stage, we investigated whether the principles underlying word writing hold also for symbol drawing in 15 typically developing third graders. Concerning isochrony, we found that it held for symbols. Indeed, isochrony-related speed modulation was observed for all symbols.

Results on homothety further support the possibility to replace a word with a sequence of symbols. Indeed, homothety regarding symbols was confirmed in 29 out of 30 cases. Our results showed that the principle of homothety is even stronger for a sequence of symbols than for a cursive word. An analogy can be found with the work of Pagliarini et al [13], where homothety
was verified for the capital script, but showed some exceptions for the cursive script. We argue that a sequence of capital script letters and a sequence of symbols are similar from both a planning and an execution point of view, thus making the two exercises interchangeable.

As for the speed-accuracy tradeoff for symbols, the linear regression of MT on ID was found to be relevant in 29 out of 30 trials.

Thus, we can conclude that symbols are valid candidates to substitute words and anticipate the study of possible violations of the principles, typical of dysgraphia.

Finally, we tested our app among 19 kindergartners to investigate if and how handwriting maturation affects the skills and laws underlying handwriting. Speed modulation and fraction time preservation were confirmed among kindergarteners during symbol drawing in 100% of cases, supporting that adherence to the isochrony and homothety principles when writing on a tablet surface does not develop as a consequence of mastering handwriting [17-19]. Previous work [19] reported some exceptions to the homothety principle during block letter writing, especially in younger children. In light of our results, we claim that a sequence of symbols is more suitable than a block letter word when investigating homothety at a preliteracy age. Indeed, symbol drawing has the advantages of being acquired years before handwriting and being language independent [32].

Among kindergartners, the speed-accuracy tradeoff was studied while steering both symbols and a cursive word, since we hypothesized that path guidance was a valid help in task execution even before writing acquisition. Our findings showed that the linear regression of MT on ID was significant in the majority of cases ($P<.05$, $R^2>.28$, 12 degrees of freedom, 15/17 for words and 34/38 for symbols). Our results support that this principle is innate both in path steering and in handwriting, and can be potentially used as a screening tool at a preliteracy age.

The steering law parameters revealed a developing trend with age. In particular, kindergartners needed more time to complete the speed-accuracy exercises than older children. This result seems to contradict the group invariance of the average speed obtained when copying symbols (copy game in the spontaneous modality). We can conjecture that sticking to complex tasks is more demanding for kindergarteners, but they do not have any specific difficulty in free execution. This consideration is further supported when analyzing the IP during square tracing. Kindergartners achieved significantly lower results than primary school children ($P<.001$), showing that they need a bigger adaptation effort (ie, longer MT) to react to different difficulty constraints. The square symbol seems to be the most adequate to disclose such between-group difference, probably since it is the most similar to the steering law original formulation [15]. The same age-related trend was found in previous work on the speed-accuracy tradeoff in the discrete domain [30,33], supporting the use of the speed-accuracy tradeoff principle as an index of maturity of motion control. The same law was also proven to successfully discriminate between healthy and pathological conditions (eg, dystonia [34], and Huntington and Parkinson diseases [35]). In this work, we further proved that steering’s IP is useful to differentiate between ages, and we speculate that it has the potential to differentiate between pathological and normal handwriting as well. Therefore, we plan to continue our experiments on a group of pupils with dysgraphia to further prove the opportunity to exploit our tool to support the identification of handwriting abnormalities.

Finally, a higher RMSE emerged for kindergartners during symbol drawing, suggesting that adherence to the steering law is a process that is refined with age. In primary school children only, the RMSE for word tracing was significantly higher than that for symbol tracing ($P=.001$ for word-circle comparison, $P<.001$ for word-square comparison). This result can be explained by the different kinds of movements required to produce a letter. Indeed, mastered handwriting can be considered open loop [36], and this aspect might alter the kinematic pattern modelled by the steering law. To support such a hypothesis, the lack of differences in kindergartners suggests that they approached words and symbols similarly, as they did not learn or automate handwriting yet. Further experiments can clarify this aspect.

In conclusion, we proposed a simple tool to quantify the degree of deviation from physiological handwriting, which could help with the objective detection of dysgraphic alterations. The tool exploits serious games to assess important rhythmic principles of handwriting, such as isochrony, homothety, and speed-accuracy tradeoff. It does not require any professional equipment or professional supervision, making the assessment simple and accessible in nonclinical environments. Importantly, we proved that it is possible to start evaluating characteristics underlying handwriting in preschoolers through the use of symbols, which makes the evaluation language independent. Eventually, the tool can provide interesting insights on graphomotor abilities correlated with handwriting and can be used to monitor their evolution over time. Thus, the proposed tool paves the way toward a new model of care. It includes the screening of preliteracy skills to identify potential difficulties before they arise and offers continuous, accessible, and low-cost monitoring of their evolution.
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Abstract

Background: In the United States, the most common sexually transmitted infection, human papillomavirus (HPV), causes genital warts and is associated with an estimated 33,700 newly diagnosed cancer cases annually. HPV vaccination, especially for preteens aged 11 to 12 years, is effective in preventing the acquisition of HPV and HPV-associated cancers. However, as of 2018, completion of the 2- or 3-dose HPV vaccination series increased only from 48.6% to 51.1% in teens aged 13 to 17 years, and this increase was observed only in boys. By comparison, 88.7% of teens had more than one dose of the recommended vaccine against tetanus, diphtheria, and acellular pertussis (Tdap), and 85.1% of teens had more than one dose of meningococcal vaccine. Immunizations for Tdap, meningococcal disease, and HPV can occur at the same clinical visit but often do not.

Objective: Vaccination against HPV is recommended for routine use in those aged 11 to 12 years in the United States, yet it is underutilized. We aimed to develop an educational video game to engage preteens in the decision to vaccinate.

Methods: Land of Secret Gardens is a metaphor for protecting seedlings (body) with a potion (vaccine). We screened 131 dyads of parents and preteens from 18 primary practices in North Carolina who had not initiated HPV vaccination. We measured vaccination intentions, story immersion, and game play and documented HPV vaccination rates. A total of 55 dyads were enrolled, and we randomly assigned 28 (21 completed) to play the game and 27 (26 completed) to the comparison group.

Results: In total, 18 preteens reported playing the game. The vaccination self-efficacy score was higher in the comparison group than the intervention group (1.65 vs 1.45; \( P = .05 \)). The overall mean decisional balance score trended toward greater support of vaccination, although differences between the groups were not significant. Vaccine initiation and completion rates were higher in the intervention group (22% vs 15%; \( P = .31 \)) than in the comparison group (9% vs 2%; \( P = .10 \)), although the difference was not significant.

Conclusions: Video games help preteens in the decision to pursue HPV vaccination. A serious video game on HPV vaccination is acceptable to parents and preteens and can be played as intended. Gamification is effective in increasing preteen interest in HPV vaccination, as game features support decision making for HPV vaccination.

Trial Registration: ClinicalTrials.gov NCT04627298; https://www.clinicaltrials.gov/ct2/show/NCT04627298

(JMIR Serious Games 2020;8(4):e16883) doi:10.2196/16883
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Introduction

Background

More than a decade has passed since a vaccine to prevent human papillomavirus (HPV) infection was recommended for routine use in children aged 11 to 12 years in the United States [1]. The most common sexually transmitted infection in the United States, HPV, causes genital warts and is associated with an estimated 33,700 newly diagnosed cancer cases [2]. However, as of 2018, completion of the 2- or 3-dose HPV vaccination series increased only from 48.6% to 51.1% in teens aged 13 to 17 years, and this increase was observed only in boys [1]. By comparison, 88.7% of teens had more than 1 dose of the recommended vaccine against tetanus, diphtheria, and acellular pertussis (Tdap), and 85.1% of teens had more than 1 dose of meningococcal vaccine [2]. Immunizations for Tdap, meningococcal disease, and HPV can occur at the same clinical visit but often do not [3]. Testing and evaluating practice-based implementation strategies are needed to improve the uptake of effective interventions to increase HPV vaccination initiation and completion.

Full HPV vaccination coverage has been challenging due, in part, to providers not making strong recommendations [1]. There also remain parental concerns about the vaccine. For instance, some parents perceived the risk of HPV infection to be negligible, expressed concern about side effects, and believed the vaccine might encourage promiscuous behavior or that it may be too costly [4,5]. Health care professionals have reported that these parental attitudes and concerns are barriers to vaccination [4]. Thus, understanding and addressing these barriers would be critical to target within the context of interventions designed to increase uptake.

Although many interventions promoting HPV vaccination have focused on either the parent or provider separately with moderate success [6,7], it is increasingly being recognized that a multilevel approach may further broaden dissemination efforts [8,9]. Communication strategies have focused on giving accurate information about HPV vaccination and on training providers to give clear messages about the safety and efficacy of HPV vaccines [10].

In response to this challenge of suboptimal HPV vaccination, our interdisciplinary team (communication, public health, medicine, clinical psychology, biostatistics, health economics, and nursing) has been leading efforts to design and implement multilevel communication strategies that target parents, health care providers, and preteens [11-13]. For instance, our approach has been to develop methods to address parent resistance and misunderstandings about why the vaccine is needed early in development before their children are sexually active [14,15]. In addition, we have worked to develop strategies to address provider’s perceived barriers about discussing the vaccine with their patients (eg, helping them to develop talking points that can be used within a short patient visit) [16]. Finally, recognizing that serious video games may have the potential to educate preteens about sexually transmitted diseases or the utility of vaccination [17,18] and can be effective in promoting health behaviors in children and adolescents [19-23], we developed a serious video game to promote HPV vaccination among preteens [24]. Specifically, with input from preteens aged 11 to 12 years and their parents, we developed Land of Secret Gardens, a serious video game designed to teach about vaccines through an immersive story and to motivate a decision to seek HPV vaccination [24].

Putting all of these pieces together, we initiated the Protect Them study, which was undertaken in 36 primary care practices with 97 providers (MD, DO, NP, and RN) in North Carolina. This was a multiple baseline study and included 3 waves of activity and adjustment in 2015, 2016, and 2017. The intervention was designed to promote communication among providers, parents, and preteens to increase HPV vaccination for preteens aged 11 to 12 years when the vaccine is most effective [25]. Communication tools for the providers included brochures, posters, web-based information for parents, and interactive web-based training for providers. In addition, as part of the intervention, we provided select patients access to the Land of the Secret Garden, an age-appropriate, entertaining web-based video game designed to educate preteens about HPV infection and HPV vaccination and to promote conversations with parents and providers and the decision to vaccinate.

The video game incorporated gamification elements (eg, points, badges for completion of tasks, and a leaderboard) [26] to increase interest among players while also aiming to increase preteen knowledge and vaccine self-efficacy (ie, confidence in getting the vaccine despite barriers). Self-determination theory [27] was also used to inform the game design, as this has previously been used to evaluate the motivational pull of video games [23]. In addition, the game included an immersive story to enhance motivation to play the game [23,28] and engender deeper information processing [21]. Our hypothesis was that raising awareness about HPV vaccination eases conversations about the vaccination. We created a story about a secret garden as a metaphor for a preteen’s body and keeping it healthy. The goal was to plant a lush secret garden and protect the seedlings by treating them with a potion when they sprout to keep them healthy as they mature. Points to buy seeds and create the potion were earned by playing minigames. The minigames included several versions of finding secret objects in a garden shed and another that involved shooting down spikey balls (ie, the HPV) before they land on budding plants. Throughout the play, players were exposed to messaging about HPV and the benefits of the vaccine [24].

Objectives

Herein, we report on the evaluation of the Land of Secret Gardens game. The aims of this pilot study are to evaluate (1) preliminary data to determine whether children who received the Land of Secret Gardens game had better self-reported outcomes related to HPV knowledge or vaccination self-efficacy compared with those in a control group who did not receive the
game and (2) outcomes related to the game play experience (in-game autonomy and competence, presence in the game, intuitive controls, interest or enjoyment, and characteristics of playing the game) among those who received the game. We also conducted focus groups among those who received the game to further assess the acceptability of the game and whether the preteens understood the meaning of the game. Finally, we compared HPV vaccination initiation and completion among those who received the game compared with the control group who did not receive the game.

Methods

Participants and Procedures

Participants of this video game evaluation study were part of the larger Protect Them study mentioned earlier in the Introduction section. Parent and preteen dyads were recruited by providers at 36 different clinical sites that included family medicine practices, pediatric practices, and health departments. To enroll in the study, clinical sites in the Protect Them study agreed to identify up to 10 parents (wave 1) of preteens aged 11 to 12 years and up to 20 parents (waves 2 and 3) of preteens. Preteens aged 11 to 12 years and who had not received any doses of HPV vaccine were eligible to participate in the study. Providers contacted potential dyads via letters or telephone after they identified eligible preteens from their electronic medical records. Interested dyads provided their contact information (ie, phone number and email address) to the research team and signed a Health Insurance Portability and Accountability Act (HIPAA) release of information form to allow the research team to determine their HPV vaccination status from their health care provider. A practice champion provided a copy of the HIPAA form and the parent contact information to project staff. The most common obstacle was a high proportion of clients with parents needing informed consent provided in Spanish, an accommodation not available for this study.

After the names of eligible parents and preteens were passed to the research team, research staff invited parents to participate in a telephone conversation about informed consent with their preteen via email and telephone contacts. The study protocol required up to 3 attempts to reach parents by both email and telephone contact. Staff used an institutional review board (IRB)–approved script to conduct an informed consent procedure with the parent and then with the preteen if the parent provided consent. The script included a description of the intervention and the process of random assignment to a study group, explained the risks and benefits of participation, and reviewed the study activities and incentives for participation. Both parents and preteens were assured that their information was confidential and that participation was voluntary. In addition to preteens who had not received any HPV vaccine, eligible dyads confirmed that they had access to the internet and a mobile device or personal computer to complete the surveys and play the video game. They also provided a mailing address to receive gift certificates. Once they were enrolled, dyads were randomly assigned in a 1:1 ratio to either the intervention group or control group using a simple randomization schedule generated by the study team’s statistician. Those who were assigned to the intervention arm received the game, whereas those assigned to the control group arm did not receive the game. The study procedures were approved by the university’s nonbiomedical IRB.

A total of 36 practices across 3 regions in North Carolina enrolled in the Protect Them study (Figure 1)—12 practices were recruited from the eastern region during wave 1 (February 2015 to June 2015), 18 practices were recruited from the central region during wave 2 (February 2016 to July 2016), and 6 practices were recruited from the western region during wave 3 (February 2017 to October 2017).

All practices were asked to screen dyads as part of the intervention. Half of the practices (18/36, 50%) screened at least one dyad, and a total of 131 dyads were referred to the research team. Of these 131 dyads, 16 (12.2%) did not meet the eligibility criteria for the study. Among the 115 that were eligible, 16 (13.9%) refused to participate in the study, and 42 (36.5%) dyads did not respond to repeated email and telephone contact. Almost half of the eligible dyads (55/115, 47.8%) completed the informed consent process and baseline surveys and were enrolled in the study, and 47 dyads completed the postsurvey.

The final study sample available for this evaluation of the game consisted of 28 preteens in the intervention group and 27 in the comparison group (21 and 26, respectively, completed the study). Preteens in the intervention group were 57% (16/28) female and 71% (20/28) white, and in the comparison group, 52% (14/27) were female and 82% (22/27) were white. The comparison group included 5 Blacks or African Americans, and the intervention group included 4 Blacks or African Americans. Two participants in each group were identified as Hispanic. The intervention group contained 9 participants aged 11 years and 19 participants aged 12 years, and the comparison group contained 14 participants aged 11 years, 11 participants aged 12 years, and 2 participants aged 13 years. There were no statistically significant differences between the groups with respect to gender, age, race, and Hispanic ethnicity.
**Survey Procedures**

We asked all parents and preteens to complete the baseline and postintervention surveys. The surveys were designed in Qualtrics [29], and survey links were sent to the parent’s email address. Dyads received the baseline surveys before potential exposure to the video game and parent portal. Up to 5 email reminders and 3 telephone calls were made to encourage survey completion. Follow-up reminders were offered to encourage game play and completion of the task. Each participant received a US $25 gift certificate to Walmart if they completed a survey.

Study groups were asked identical questions about their knowledge and attitudes about HPV and their intentions to vaccinate against HPV at baseline. Postintervention surveys were sent 4 months after participants completed their baseline surveys. All participants were asked if the preteen received any dose of the HPV vaccine. Participants in the intervention group were asked additional questions about their experience with the intervention and the Protect Them resources.

**Game Play Procedures**

Preteens in the intervention group were asked to play the *Land of Secret Gardens* and complete 3 tasks in the video game. The tasks occurred in a sequence that required the player to return to the game multiple times. A badge appeared on the leaderboard on completion of each task, which allowed preteens to track their progress. Preteens were exposed to messages about HPV and the HPV vaccination throughout the game, and continued use of the game would result in greater message exposure. Project staff monitored the game play progress for each participant with Navicat [30] and sent reminders to parents to encourage game play. Instructions for parents to guide game play were posted on the parent portal, along with a video that described the background and premise of the game. A help form was also available on the parent portal to request technical support for the game.

**Measures**

We assigned preteens in the intervention group to play the video game and asked their parents to review web-based materials.
and then collected baseline and postintervention data from both study groups via Qualtrics surveys. We measured knowledge, vaccination self-efficacy, and decisional balance in both groups. From the intervention group only, we collected data on Physical/Emotional/Narrative Presence Scale (PENS) [31] to gauge preteens’ immersion in the game. Finally, from the practice champion, we collected the HPV vaccination status of each preteen participant approximately 9 months postintervention.

The description of each measure is as follows:

- **Knowledge scale**: asked in both the intervention and comparison groups. The 5 items asked whether HPV vaccination (1) can prevent genital warts, (2) can prevent cervical cancer, (3) can prevent anal cancer, (4) can prevent throat cancer, and (5) is recommended for 11- and 12-year-old boys and girls.

- **Vaccination Self-efficacy and decisional balance scales** [32]: used in the intervention group and the comparison group to compare self-efficacy and intentions to vaccinate and decisional balance. We used 8 items for vaccination self-efficacy, 4 items for positive decision to vaccinate, and 5 items for negative decision to vaccinate. All questions were rated on a 3-point Likert scale (1=not at all, 2=somewhat, and 3=a lot).

- **PENS** [31]: to learn more about the intervention experience, we collected measures specific to preteens in the intervention group. We used measurements from PENS to gauge the extent of the preteen’s immersion in the story.

- **Game play**: we asked participants who played the game how they played the game, for example, earning at least one shield, playing 3 or more times, playing more than 10 min per session, playing with a parent or sibling, playing the shield game and the hidden objects game, creating a potion, and correctly identifying the game metaphor. In addition, we recruited 3 postintervention focus groups with preteens (2 or 3 in each group) who played the game and asked about their experience. The focus groups were conducted and recorded via telephone calls. Parents gave consent before the preteens joined the conversation. The study moderator asked whether the preteens enjoyed the game and which parts they enjoyed or did not enjoy.

- **HPV immunization records**: obtained for all preteen participants from practice champions approximately 9 months following each intervention. This period allowed enough interval for the preteens to complete their HPV vaccination series.

**Statistical Analysis**

We compared postintervention knowledge, vaccination self-efficacy, and decisional balance in the intervention and comparison groups using two-sample t tests, with significance level of \( \alpha=0.05 \). Immunization records were obtained for all preteen participants approximately 9 months postintervention for each cohort total. During the time of the study, the HPV vaccine was offered at both a 2-dose schedule with up to 6 to 12 months after the first shot and a 3-dose schedule with up to 6 months after the first shot. Practice champions were asked whether a preteen was on a 2- or 3-dose HPV vaccination schedule and to confirm whether they initiated and/or completed the vaccine series. The intervention and comparison groups were compared regarding the initiation and completion of the vaccine series using the Mantel-Haenszel chi-square test stratified by intervention wave.

**Results**

**Knowledge and Vaccination Self-Efficacy and Decisional Balance**

Postintervention, the mean knowledge score (5 items, range 1-3) was higher in the intervention group than in the comparison group (2.56, SD 0.34 vs 2.28, SD 0.41 respectively; \( P=0.03 \)). The results of the self-efficacy and decisional balance results are given in Table 1 and summarized as follows.
Table 1. Mean comparisons between items from the self-efficacy and decisional balance scales at post-intervention surveys.

<table>
<thead>
<tr>
<th>Items from self-efficacy and decisional balance scales</th>
<th>Intervention (n=21), mean (SD)</th>
<th>Comparison (n=26), mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vaccination self-efficacy. How confident am I about getting the vaccine…</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>When I think about the possible side effects of the vaccine?</td>
<td>1.77 (0.69)</td>
<td>1.85 (0.61)</td>
<td>.70</td>
</tr>
<tr>
<td>When I think that the shot will be painful?</td>
<td>1.91 (0.75)</td>
<td>1.92 (0.74)</td>
<td>.95</td>
</tr>
<tr>
<td>When my parents are getting me vaccinated?</td>
<td>1.29 (0.56)</td>
<td>1.46 (0.65)</td>
<td>.33</td>
</tr>
<tr>
<td>When I think I will faint or get dizzy when getting the shot?</td>
<td>1.55 (0.74)</td>
<td>1.46 (0.71)</td>
<td>.69</td>
</tr>
<tr>
<td>When it is too expensive?</td>
<td>1.18 (0.5)</td>
<td>1.54 (0.65)</td>
<td>.04</td>
</tr>
<tr>
<td>When it is too inconvenient?</td>
<td>1.23 (0.53)</td>
<td>1.73 (0.60)</td>
<td>.01</td>
</tr>
<tr>
<td>When the doctor does not strongly recommend it?</td>
<td>1.41 (0.67)</td>
<td>1.62 (0.64)</td>
<td>.28</td>
</tr>
<tr>
<td>When my friends will know I got the shot?</td>
<td>1.23 (0.53)</td>
<td>1.62 (0.75)</td>
<td>.04</td>
</tr>
<tr>
<td>All vaccination self-efficacy items</td>
<td>1.45 (0.35)</td>
<td>1.65 (0.35)</td>
<td>.05</td>
</tr>
<tr>
<td>Importance. How important is this item in deciding to get HPV(^a) vaccination?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pros</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protecting myself from HPV would make me feel good.</td>
<td>2.55 (0.51)</td>
<td>2.39 (0.50)</td>
<td>.31</td>
</tr>
<tr>
<td>I would be protected from certain cancers and genital warts.</td>
<td>2.57 (0.51)</td>
<td>2.55 (0.51)</td>
<td>.87</td>
</tr>
<tr>
<td>I would be protecting myself from getting a sexually transmitted infection</td>
<td>2.36 (0.58)</td>
<td>2.31 (0.74)</td>
<td>.77</td>
</tr>
<tr>
<td>I would be less likely to spread HPV</td>
<td>2.19 (0.81)</td>
<td>1.92 (0.8)</td>
<td>.26</td>
</tr>
<tr>
<td>All pros items</td>
<td>2.44 (0.39)</td>
<td>2.31 (0.42)</td>
<td>.29</td>
</tr>
<tr>
<td>Cons</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Receiving the series would take too much time</td>
<td>1.77 (0.69)</td>
<td>1.73 (0.72)</td>
<td>.84</td>
</tr>
<tr>
<td>It would be too embarrassing to talk to my parents</td>
<td>1.41 (0.59)</td>
<td>1.31 (0.55)</td>
<td>.54</td>
</tr>
<tr>
<td>It would be too embarrassing to talk to my doctor about getting vaccinated</td>
<td>1.55 (0.6)</td>
<td>1.5 (0.65)</td>
<td>.80</td>
</tr>
<tr>
<td>My parents would not approve of me receiving the vaccine</td>
<td>1.1 (0.31)</td>
<td>1.62 (0.8)</td>
<td>.01</td>
</tr>
<tr>
<td>My parents would think I was having sex if I got vaccinated</td>
<td>1.0 (0.01)</td>
<td>1.19 (0.57)</td>
<td>.13</td>
</tr>
<tr>
<td>All cons items</td>
<td>1.38 (0.31)</td>
<td>1.47 (0.43)</td>
<td>.39</td>
</tr>
<tr>
<td>Decisional balance (pros-cons)</td>
<td>1.07 (0.59)</td>
<td>0.82 (0.63)</td>
<td>.18</td>
</tr>
</tbody>
</table>

\(^a\)HPV: human papillomavirus.

The mean vaccination self-efficacy score was higher in the comparison group than in the intervention group (1.65 vs 1.45, respectively; \(P=.05\)). Only 3 of the 8 individual items in the scale were significantly different and were in the direction of confident—not at all: When it is too expensive? When it is too inconvenient? When my friends will know I got the shot? The overall mean decisional balance score trended toward greater support of vaccination, although differences between the groups were not significant. As seen in Table 1, Pros vaccination scores were higher in the intervention group than in the comparison group (2.44 vs 2.31, respectively), and Cons vaccination scores were lower in the intervention group than in the comparison group (1.38 vs 1.48, respectively), but again these were not statistically significant differences between the groups.

**PENS**

The 18 participants who reported on measures of physical/emotional/narrative presence in the game [31] gave mixed reviews on the game. More than half of the participants gave positive scores on game autonomy and competence, ease, and freedom of playing the game (Table 2). At the same time, more than half of the participants called the game boring and said they were not impacted emotionally and that the game did not hold their attention. Thus, the results of this scale revealed both positive and negative evaluations of the game.
### Table 2. Measurements from the Physical/Emotional/Narrative Presence Scale (N=18).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants who agree or strongly agree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>In-game autonomy</strong></td>
<td></td>
</tr>
<tr>
<td>The game provides me with interesting options and choices</td>
<td>7 (39)</td>
</tr>
<tr>
<td>The game lets you do interesting things</td>
<td>13 (72)</td>
</tr>
<tr>
<td>I experienced a lot of freedom in the game</td>
<td>9 (50)</td>
</tr>
<tr>
<td><strong>In-game competence</strong></td>
<td></td>
</tr>
<tr>
<td>I feel competent at the game</td>
<td>7 (39)</td>
</tr>
<tr>
<td>I feel very capable and effective when playing</td>
<td>8 (44)</td>
</tr>
<tr>
<td>My ability to play the game is well-matched with the game's challenges</td>
<td>8 (44)</td>
</tr>
<tr>
<td><strong>PENS</strong></td>
<td></td>
</tr>
<tr>
<td>When playing the game, I feel transported to another time and place</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Exploring the game world feels like taking an actual trip to a new place</td>
<td>5 (28)</td>
</tr>
<tr>
<td>When moving through the game world, I feel as if I am actually there</td>
<td>3 (17)</td>
</tr>
<tr>
<td>I am not impacted emotionally by events in the game (−)</td>
<td>9 (50)</td>
</tr>
<tr>
<td>The game was emotionally engaging</td>
<td>4 (22)</td>
</tr>
<tr>
<td>I experience feelings as deeply in the game as I have in real life</td>
<td>4 (22)</td>
</tr>
<tr>
<td>When playing the game, I feel as if I was part of the story</td>
<td>4 (22)</td>
</tr>
<tr>
<td>When I accomplished something in the game I experienced genuine pride</td>
<td>6 (33)</td>
</tr>
<tr>
<td>I had reactions to events and characters in the game as if they were real</td>
<td>1 (6)</td>
</tr>
<tr>
<td><strong>PENS: intuitive controls</strong></td>
<td></td>
</tr>
<tr>
<td>Learning the game controls was easy</td>
<td>10 (56)</td>
</tr>
<tr>
<td>The game controls are intuitive</td>
<td>5 (28)</td>
</tr>
<tr>
<td>When I wanted to do something in the game, it was easy to remember the corresponding control</td>
<td>10 (56)</td>
</tr>
<tr>
<td><strong>Postexperimental Intrinsic Motivation Inventory: interest or enjoyment [23]</strong></td>
<td></td>
</tr>
<tr>
<td>I enjoyed doing this game very much</td>
<td>7 (39)</td>
</tr>
<tr>
<td>This game was fun to do</td>
<td>6 (33)</td>
</tr>
<tr>
<td>I thought this was a boring game</td>
<td>9 (50)</td>
</tr>
<tr>
<td>This game did not hold my attention at all</td>
<td>10 (56)</td>
</tr>
<tr>
<td>I would describe this game as very interesting</td>
<td>4 (22)</td>
</tr>
<tr>
<td>I thought this game was quite enjoyable</td>
<td>5 (28)</td>
</tr>
<tr>
<td>While I was doing this game, I was thinking about how much I enjoyed it</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Given the chance I would play this game in my free time</td>
<td>4 (22)</td>
</tr>
<tr>
<td>I would like to spend more time playing this game</td>
<td>4 (22)</td>
</tr>
</tbody>
</table>

*aPENS: Physical/Emotional/Narrative Presence Scale.*

**Game Play in the Intervention Group**

Of the 21 participants assigned to the intervention group, 86% (18) reported playing the game (Table 3).

Preteens who did not play the game reported that they had technical difficulties (n=2), and a parent determined it was not for me (n=1). Among the preteens who played the game, 78% (14/18) reported that they played it 3 or more times. The majority of players (14/18, 78%) spent more than 10 min on the game at each session. Although the game was designed primarily for mobile devices (tablets and cellular phones), the majority of the preteens (11/18, 61%) played the game on a personal computer. Half of the participants (9/18, 50%) saved the game to their device. Fifteen of the preteens played the game with a parent, and 4 preteens played with a sibling.
Table 3. Self-reported characteristics of video game play among the intervention group (18 preteens who played the game).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preteen played video game with a sibling</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Smartphone or tablet used for video game play</td>
<td>6 (33)</td>
</tr>
<tr>
<td>Saved video game to device</td>
<td>9 (50)</td>
</tr>
<tr>
<td>Earned at least one shield on the leaderboard</td>
<td>12 (67)</td>
</tr>
<tr>
<td>Earned shields on garden plants</td>
<td>8 (44)</td>
</tr>
<tr>
<td>Played 3 or more times</td>
<td>14 (78)</td>
</tr>
<tr>
<td>Played game more than 10 minutes per session</td>
<td>14 (78)</td>
</tr>
<tr>
<td>Preteen played video game with a parent</td>
<td>15 (83)</td>
</tr>
<tr>
<td>Played the shield game</td>
<td>13 (72)</td>
</tr>
<tr>
<td>Played the hidden objects activity</td>
<td>15 (83)</td>
</tr>
<tr>
<td>Created a potion</td>
<td>16 (89)</td>
</tr>
<tr>
<td>Correctly identified game metaphor</td>
<td>16 (89)</td>
</tr>
<tr>
<td>Playing the game changed how I feel about getting the vaccine</td>
<td>4 (22)</td>
</tr>
<tr>
<td>I was interested in finding out more about the HPV(^a) vaccine after playing the game</td>
<td>6 (33)</td>
</tr>
<tr>
<td>I would recommend this game to a friend who wanted to learn about HPV</td>
<td>6 (33)</td>
</tr>
<tr>
<td>I was more confident to talk with a parent about the vaccine after playing the game</td>
<td>8 (44)</td>
</tr>
<tr>
<td>I was more willing to get the vaccine after playing the game</td>
<td>9 (50)</td>
</tr>
<tr>
<td>I know more about the vaccine</td>
<td>12 (67)</td>
</tr>
</tbody>
</table>

\(^a\)HPV: human papillomavirus.

The participants were asked to complete 3 game activities: (1) play a shield game with blue spiky virus balls, (2) find hidden objects in 4 different rooms, and (3) create a potion (Multimedia Appendix 1). Nearly all the preteens (n=16) found hidden objects and created a potion, and 13 played the shield game. The preteens were able to track their progress on a leaderboard, and 12 of them reported that they earned at least one shield on their leaderboard. The game is completed when shields appear on plants in the garden. Less than half of the preteens (n=8) reported that they saw at least one shield in their garden. All but 2 preteens identified the idea behind the secret garden metaphor.

Postintervention Focus Group

We conducted 3 focus groups with 7 preteens following each of the 3 waves in the intervention. The preteens generally enjoyed and understood the game, especially playing the hidden objects game and earning points to plant their gardens. They acknowledged that playing the game helped them to be more aware of HPV. Participants were curious about what would happen to them if they were vaccinated. They described the game as “just a game where you... just plant flowers in the garden and make a shield to protect the plants,” and “...it’s a game to help me understand about the HPV shot and what you do in the game.” Participants liked the “hidden figures game... were fun to try to find.” They said the game was easy to play and that it was fun.

The preteens remembered that messages appeared in the game, but they could not remember specific messages. Study participation did not impact preteens’ attitudes about HPV vaccination, and they agreed that playing the game made them more aware of HPV as an infection. In terms of designing the next level of the video game, they suggested more hidden objects with a higher level of difficulty and a bigger garden as well as pulling weeds out of the garden to take care of the plants. They would include more activities beyond the shield game and the hidden objects.

HPV Vaccination Initiation Rate

The vaccine initiation rate was higher in the intervention group than in the control group, but this difference was not statistically significant (22% vs 15%, respectively; \(P= .31\)). Vaccination completion rates were also higher in the intervention group than in the control group (9% vs 2%, respectively; \(P= .10\)). Although this is not significant, it is noteworthy that only 1 of the 27 comparison group members completed the HPV vaccine series, whereas 5 of 28 intervention group members completed the HPV vaccine series. It should also be noted that most of those who initiated were still on schedule to complete, but the date for the next dose had not yet arrived when data were collected.

Discussion

Principal Findings

Of the 36 practices in the study, 18 were able to identify and screen parents and preteens for a total of 55 dyads. The study sample consisted of 21 preteens in the intervention group and 26 preteens in the comparison group who completed the follow-up survey. The objective of our study is to evaluate the acceptability and feasibility of using a serious video game about
HPV vaccination with preteens and parents to promote conversations about and decisions to seek HPV vaccination. The scores for preteen HPV vaccination self-efficacy in our study indicated greater support postintervention for the comparison group compared with the intervention group. Only 3 of the 8 individual items were significant and in the direction of lower self-esteem. One plausible explanation for higher scores in the comparison group is that they were less aware of barriers to HPV vaccination, including expense, inconvenience, and their friends knowing that they would get the vaccine. In addition, game play was mostly positive, with more than half of the participants playing the game as intended and wanting to learn more about HPV vaccination. Less positive comments were made about not changing how they felt about the vaccine or not recommending the game to family or a friend. A greater proportion of preteens in the intervention group initiated the vaccine and had higher completion rates than their counterparts in the control group, but these differences did not reach statistical significance.

From our research and that of others, modifiable determinants to increase HPV vaccination for preteens aged 11 to 12 years include (1) knowledge, attitudes, and beliefs of parents, providers, and preteens; (2) parents’ concerns that preteen children are too young to receive vaccination and are not sexually active yet, that the vaccine is not safe, and that they do not have a vaccine recommendation from their doctor; (3) preteens’ dislike of shots and being minimally involved in the vaccination decision; and (4) providers’ concerns about parents’ resistance to vaccination, vaccine cost, and duration [33,34]. Gamification has the potential to increase engagement with health messaging relevant to shaping motivation and behavior, such as seeking HPV vaccination [21]. Gamification includes techniques to increase knowledge and shape attitudes about HPV vaccination. These techniques often provoke positive effects, depending on how they are being implemented and used [21]. The use of a garden metaphor, for example, in visualizing the importance of HPV vaccination, facilitates the preteen’s conception of a beneficial medical procedure to prevent harmful viruses. In the case of the Land of Secret Gardens, the challenge is to grow a healthy garden, protected from viruses.

The strengths of our study include using a serious video game to motivate interest in HPV vaccination and to promote conversations with parents, family members, and friends. We conducted focus groups with preteens and learned their viewpoints about serious video games. We further conducted focus groups with preteens as we built the game to determine functionality. Finally, we conducted focus groups after game play to learn what worked well and what did not work so well. Our thorough process will help make the game more relevant to the preteens.

Limitations
The small sample size was a primary weakness of this study. Recruitment and retention were barriers throughout the study. Once clinic staff provided names of potential participants to research staff, follow-up with the parents via our protocol of 3 attempts via both email and telephone contact remained to be a challenge. One obstacle was a high proportion of clients with parents needing informed consent provided in Spanish, an accommodation not available for this study. Another obstacle reflected some of the measurements we had available. For instance, the decisional balance measure was developed with older subjects (college-aged women); therefore, some of the items had to be modified for use in a young population of children aged 11 to 12 years. A further limitation was relying on vaccination and self-efficacy results from a group of older teenagers. This might have skewed the results from younger teenagers.

Conclusions
A serious video game on HPV vaccination is acceptable to parents and preteens and can be played as intended. Gamification can be effective in shaping attitudes about the HPV vaccination. Further research is needed to enhance the game with puzzles and activities that are engaging to the preteen population.
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Abstract

Background: As many countries fear and even experience the emergence of a second wave of COVID-19, reminding health care workers (HCWs) and other hospital employees of the critical role they play in preventing SARS-CoV-2 transmission is more important than ever. Building and strengthening the intrinsic motivation of HCWs to apply infection prevention and control (IPC) guidelines to avoid contaminating their colleagues, patients, friends, and relatives is a goal that must be energetically pursued. A high rate of nosocomial infections during the first COVID-19 wave was detected by IPC specialists and further cemented their belief in the need for an engaging intervention that could improve compliance with COVID-19 safe behaviors.

Objective: Our aim was to develop a serious game that would promote IPC practices with a specific focus on COVID-19 among HCWs and other hospital employees.

Methods: The first 3 stages of the SERES framework were used to develop this serious game. A brainswarming session between developers and IPC specialists was used to identify the target audience and acquisition objectives. Nicholson’s RECIPE mnemonic (reflection, engagement, choice, information, play, exposition) for meaningful gamification was used to guide the general design. A common and simple terminology was used to suit the broad target audience. The game was tested on various platforms (smartphones, tablets, laptops, desktop computers) by different users during each development loop and before its final release.

Results: The game was designed to target all hospital staff who could be in direct contact with patients within the Geneva University Hospitals. In total, 10 acquisition objectives were defined by IPC specialists and implemented into the game according to the principles of meaningful gamification. A simple storyboard was first created using Microsoft PowerPoint and was progressively refined through multiple iteration loops. Articulate Storyline was then used to create two successive versions of the actual game. In the final version, a unique graphic atmosphere was created with help from a professional graphic designer. Feedback mechanisms were used extensively throughout the game to strengthen key IPC messages.

Conclusions: The SERES framework was successfully used to create “Escape COVID-19,” a serious game designed to promote safe IPC practices among HCWs and other hospital employees during the COVID-19 pandemic. This game can be obtained free.
of charge for research and educational purposes. A SCORM (shareable content object reference model) package is available to facilitate results and completion tracking on most current learning management systems.

(JMIR Serious Games 2020;8(4):e24986) doi:10.2196/24986
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Introduction

Background and Importance
As the COVID-19 death toll continues to rise [1] and many countries fear or are experiencing the emergence of a second wave [2-4], avoiding disease transmission is becoming increasingly important. Health care workers (HCWs) and other hospital employees, including medical, nursing, and administrative and support staff, are at high risk of contamination [5-7]. The actual rate of COVID-19 infection among HCWs is unknown and may vary significantly from one country to another. Recent studies have shown that as many as 20% of asymptomatic HCWs had serological evidence of having been exposed to SARS-CoV-2, the virus responsible for COVID-19 [8]. Inadequate application of infection prevention and control (IPC) procedures by HCWs and other hospital employees can lead to the contamination of their colleagues, patients, and even visitors [9]. Improper handling of personal protective equipment (PPE) can also lead to self-contamination [10,11].

As the pandemic draws out, lassitude and conspiracy theories can lead to a slackening of safety measures [12,13], including among HCWs. Moreover, some HCWs seem to lack critical knowledge regarding the modes of transmission of SARS-CoV-2 [14]. In addition, the frequent and sometimes conflicting updates pertaining to COVID-19 guidelines have led many HCWs to question their applicability and protective value [15]. This can lead to a lack of commitment, one of the barriers that negatively impacts the implementation of measures necessary to prevent SARS-CoV-2 transmission [16]. Regular channels used to spread IPC messages might therefore fail in the current context.

Nevertheless, building and strengthening the intrinsic motivation of HCWs to rigorously apply IPC guidelines and to do their very best to avoid contaminating their patients, colleagues, friends, and relatives is a goal that must be energetically pursued [17]. Apart from the significant morbidity and mortality associated with COVID-19 infection [18], the economic burden is also worth considering. Indeed, the median costs incurred for patients, and even visitors [9]. Improper handling of personal protective equipment (PPE) can also lead to self-contamination [10,11].

The high rate of nosocomial infections detected during the first COVID-19 wave and the need to train a large number of people while respecting the need for physical distance require the creation of original and inspirational material to promote IPC guidelines. Serious games possess motivational properties that can enhance learner engagement and satisfaction while still delivering important messages [20].

Objective
Our aim was to develop a serious game to promote the dissemination of COVID-19 IPC practices among HCWs and other hospital employees. By raising awareness about situations that could potentially lead to COVID-19 contamination in this key population, such a game could help decrease SARS-CoV-2 transmission between HCWs and from HCWs to patients.

Methods

General Design
The first 3 stages of the SERES framework were used to develop this serious game [21]. This framework has already been used successfully for the development of serious games [22] and gamified e-learning (electronic learning) modules [23]. Briefly, this framework was created to help developers design theory-driven, evidence-based serious games for health. The first stage, scientific foundations, is designed to ensure that the game is both evidence-based and theoretically driven. The target audience is identified at this stage. The second stage, design foundations, focuses on the translation of these foundations into design elements. Game development takes place in the third stage of this framework.

Scientific Foundations

Target Audience
The target audience was identified through a brainstorming session [24] between the lead developer (MS) and IPC specialists (GC, TRN, VS, MP, SH, and MA). The game was developed at the request of these specialists, who were therefore included in the development process from the start.

Acquisition Objectives
Field observations by specialists from the Geneva University Hospitals infection control program were used to identify the acquisition objectives. We decided to use the term “acquisition objectives” rather than “learning objectives” as the main purpose of this serious game was to promote and stimulate desirable behaviors in HCWs rather than to teach them new procedures.

Theoretical Basis
The theoretical bases relevant to the creation of gamified content in the context of the COVID-19 pandemic were already identified in the course of a previously published project [23]. Therefore, we decided to use these bases and to reassess the relevant references. Briefly, we had searched the medical literature via PubMed (using Medical Subject Headings [MeSH] and Boolean operators) and retrieved articles based on their titles and abstracts. References from the most relevant articles were also searched manually to identify sources that could have
been missed. A total of 12 articles was included through this procedure. Further details are available in our previous publication [23].

We also performed a search for articles reporting information related to SARS-CoV-2 transmission. The MeSH keywords “covid-19,” “sars-cov-2,” and “transmission” were used in combination with the Boolean operators “AND” and “OR” to retrieve potentially relevant references from MEDLINE using the PubMed engine. To avoid inducing doubts or even mistrust in HCWs [25-27], the results retrieved through this search were analyzed to determine whether they were in line with our institutional [28] and federal [29] guidelines. Whenever conflicting information was identified, a consensus was reached with the IPC specialists to determine and use the most accurate and least confusing messages.

Content Validation

The scientific grounds on which this serious game relies were decided during brainstorming sessions between the developers and IPC specialists from the Geneva University Hospitals. Each iteration of the serious game was reviewed by at least 2 such specialists to ensure that the intended message was correctly and adequately conveyed by the serious game.

Design Foundations

General Design and Meaningful Gamification

The scientific foundations reviewed or established during the previous stage were used to create the general design of the serious game. We used Nicholson’s RECIPE mnemonic (reflection, engagement, choice, information, play, and exposition) for meaningful gamification to guide the development of the game mechanics [30].

Arnab et al’s [31] model of transforming learning mechanics into game mechanics was adapted to suit the development of this serious game. The original model states that learning mechanics should be decided according to learning objectives and that these learning mechanics should then be translated into game mechanics. As we had decided to use the term “acquisition objectives” rather than “learning objectives,” we adapted Arnab et al’s [31] model to develop a very similar “acquisition mechanics – game mechanics” model.

Design Requirements

Design decisions were tailored to the target population and the COVID-19 context. Ease of access to the serious game was considered to be of paramount importance, as was the ability to rapidly capture the player’s attention and interest. True to the SERES framework, we decided to use an iterative approach to build the game. We therefore sought regular feedback from the IPC specialists as well as from potential end users and implemented the required adaptations accordingly.

Game Development

All the data gathered through the scientific foundation and design foundation stages were used to choose a development platform and to proceed with the development of the serious game. Acquisition objectives were reassessed, and theoretical bases were used to decide upon acquisition mechanics and game mechanics.

Tool Evaluation

In line with the theoretical bases, the game was tested on various platforms (smartphones, tablets, laptops, desktop computers) by different users at the end of each development loop and before its final release.

Results

Scientific Foundations

Target Audience

Early on in the development process, developers and IPC specialists agreed that the target audience should be composed of all the professionals who could be in direct contact with patients within the Geneva University Hospitals. The game was therefore designed to target many different kinds of health care professionals including physicians, nurses, physiotherapists, assistants, technicians, and therapists but also non–health care professionals. Indeed, some of these employees have close and regular contact with patients (stretcher-bearers, housekeepers, etc) and might therefore be exposed to patients or play a role in SARS-CoV-2 transmission.

Theoretical Basis

We used previously identified resources to establish the theoretical background [20,31-37]. These resources were extracted from Verschueren et al [22], which described the development of a serious game designed to reduce perioperative anxiety in children, and from our recent study describing the development of a gamified e-learning module that was used to teach the adequate use of PPE to prehospital personnel in the context of the COVID-19 pandemic [23]. Moreover, we sought to include all 6 elements of Nicholson’s meaningful gamification [30]. These elements are listed below and follow Nicholson’s RECIPE mnemonic:

- The “reflection” element seeks to connect the game to events that happen or might happen to the player in real life. This element was therefore quite straightforward to embed into the game as it was linked to its core concept. We decided to make the player virtually experience scenes that could occur on a normal day to let them make choices that could influence SARS-CoV-2 transmission. We decided to split the game into 4 levels, each related to a specific part of the day (Figures 1 and 2): at home, on the way to work, in communal areas, and in the ward. Including the reflection element has been shown to enhance mental well-being [17] and could thus increase the player’s willingness to adopt desirable behaviors.
- There are two components to the “engagement” element. Social engagement such as that found in multiplayer games is the component that has gained the most popularity in recent history. While such games have shown many positive features, they are also controversial and have been accused of drawing some players away from reality [38]. Given the limited time frame and the goal of our serious game, the inclusion of multiplayer capabilities was not considered
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relevant. We nevertheless decided to include a social engagement component in the game and to confront the player with the impact some of their choices would have on others. This component was also instrumental in strengthening the reflection element and in keeping the player connected to the real world. The second component of the engagement element is related to the creation of an engaging learning experience and to the concept of “flow” [39]. To avoid boredom and to increase engagement, the challenges should become more difficult as the game progresses. Therefore, simple questions (Figures 3-5) were first asked at the initial level (“at home”), while more complex challenges, such as rebuilding a donning sequence (Figure 6) or choosing the kind of face mask to wear (Figure 7) awaited the player in the last level (“ward”). The main drawback of creating more complex challenges is the risk of generating anxiety and frustration. To avoid these negative effects, feedback mechanisms were used extensively [32].

- The “choice” element relates to the autonomy the player has within the game. Giving the player the ability to make meaningful choices reinforces the player’s autonomy and the feeling of being responsible for their actions. We therefore decided to let players make choices that IPC specialists would disapprove, and to experience (at least virtually) the consequences such potentially harmful choices might have.

- “Information” means providing the player with key concepts to help them understand the reasons behind the serious game, rather than just providing them with points or rewards, which could prove ineffective or even harmful in the long run [40]. Giving players accurate and reliable information ultimately leads to the appropriation of key concepts and generates a positive mental image by generating a feeling of “mastery” regarding these concepts [17]. We therefore included the most recent and evidence-based elements regarding SARS-CoV-2 symptoms and transmission within the game [41-46].

- The “play” element is perhaps the hardest to define, and there are many and sometimes conflicting definitions of this element. We have elected to use Nicholson’s approach [30] in which play is defined as “the freedom to explore and fail within boundaries.” We therefore decided to let players have a certain degree of freedom and to make choices, which may ultimately result in a “game over” situation. The player would then be given the opportunity either to restart the level or to trade tokens to resume the game.

- Exposition means creating a meaningful narrative in the serious game. Engaging the player into the serious game requires capturing their interest and curiosity while still permitting them to make their own choices. To create such a narrative, we decided that the player would virtually go through the steps they usually undertake on a daily basis, and to make choices that may lead to the contamination of patients or of fellow HCWs.

Audio elements were not considered necessary as many hospital employees will play the serious game on institutional computers and will not be able to activate the sound. Attractive graphics adapted to the target population were however deemed essential to increase engagement [47,48].

Figure 1. First version of the welcome screen.
Figure 2. Final version of the welcome screen.

Figure 3. First version of a simple-choice interaction.
Figure 4. Final version of a simple-choice interaction.

The COVID-19 test you took came back negative. The following week, a colleague offers to carpool to get to work. What is your answer?

(Choose your answer by clicking on the bubble)

Figure 5. Simple-choice interaction.

You are at home and it is time to go to work. However, you are not feeling very well this morning. You have a cough and a fever. Do you think it’s reasonable to go to work anyway?

(Choose your answer by clicking on the bubble)
**Acquisition Objectives**

The IPC specialists defined 10 acquisition objectives according to their field observations. Table 1 summarizes these objectives,
Table 1. Acquisition objectives, RECIPE (R=reflection, EN=engagement, C=choice, I=information, P=play, and EX=exposition) elements, and implementation examples.

<table>
<thead>
<tr>
<th>Acquisition objective</th>
<th>RECIPE elements</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avoid going to work when potentially infectious</td>
<td>R, EN, C, P, EX</td>
<td>Figures 5, 8, 9</td>
</tr>
<tr>
<td>Recognize COVID-19 symptoms</td>
<td>I</td>
<td>Figure 10</td>
</tr>
<tr>
<td>Recognize that HCWs(^a) have a higher probability of being contaminated by a colleague than by a patient</td>
<td>R, EN, I, EX</td>
<td>Figure 11</td>
</tr>
<tr>
<td>Recognize that even asymptomatic carriers can be contagious</td>
<td>EN, I, EX</td>
<td>Figure 12</td>
</tr>
<tr>
<td>Recall safety measures in the working environment</td>
<td>R, I, EX</td>
<td>Figures 13 and 14</td>
</tr>
<tr>
<td>Recall the correct way of using a face mask</td>
<td>R, I, EX</td>
<td>Figure 15</td>
</tr>
<tr>
<td>Recall the correct donning sequence</td>
<td>R, EN, I, EX</td>
<td>Figure 6</td>
</tr>
<tr>
<td>Identify when an N95 mask should be worn</td>
<td>R, C, I, EX</td>
<td>Figure 7</td>
</tr>
<tr>
<td>Identify when eye protection should be worn</td>
<td>R, C, I, EX</td>
<td>Figure 16</td>
</tr>
<tr>
<td>Identify when gloves should be worn and changed</td>
<td>R, C, I, EX</td>
<td>Figure 17</td>
</tr>
</tbody>
</table>

\(^a\)HCW: health care worker.

Figure 8. Feedback. The player has chosen to go to work despite the symptoms and is now told they should have undergone a test to screen for SARS-CoV-2 infection. The virus count (top right) has increased accordingly.

You are at home and it is time to go to work. However, you are not feeling very well this morning. You have a cough and a fever. Do you think it’s reasonable to go to work anyway?

Wrong

No! You should rather stay home than risk transmitting COVID-19 to your colleagues. If you feel ill or have symptoms compatible with COVID-19, you should get tested as soon as possible.

Continue
Figure 9. Feedback. The player has chosen not to go to work, and this choice is encouraged by a positive message and by a “thumbs-up” image. The "thumbs-up" count (top right) has increased accordingly.

You are at home and it is time to go to work. However, you are not feeling very well this morning. You have a cough and a fever. Do you think it’s reasonable to go to work anyway?

Correct
You're right! If you feel ill or have symptoms compatible with COVID-19, you should get tested as soon as possible.

Figure 10. Multiple-choice interaction. The player has to identify the symptoms that should prompt a COVID-19 screening test.

Which symptoms should prompt you to get tested for COVID-19?
(Click on the correct answers. There can be more than one correct answer)

- Fatigue
- Loss of taste
- Itches
- Muscle aches
- Fever
- Sneezing
- Constipation
- Cough
- Red eyes
- Diarrhea
- Sore throat
- Loss of smell

Validate my answer
**Figure 11.** Simple-choice interaction. The player has not selected any option and cannot click on “Validate my answer” for the moment.

You have finally agreed to carpool. During the journey, your colleague asks you whether they are more likely than patients to transmit SARS-CoV-2 to them. What is your answer?
(Choose your answer by clicking on the bubble)

**Figure 12.** Simple-choice interaction. The player has already clicked on “Yes” and the “Validate my answer” button can now be clicked.

After answering that it was more likely to be infected by a colleague than by a patient, your colleague says: “Surely not from me: I have no symptom”. Is your colleague right?
(Choose your answer by clicking on the bubble)
Figure 13. Multiple-choice interaction. The player has to identify the safety precautions that must be taken at work, including at the cafeteria.

You go to the cafeteria to share breakfast with your colleagues. What precautions should you take?

(Click on the correct answers. There can be more than one correct answer)

Maintain an appropriate physical distance
Physical distancing is unnecessary
Wear a face mask
Wear gloves
Wear an N95 mask
Practice hand hygiene on a regular basis

Validate my answer

Figure 14. Feedback. The player has failed to choose the expected answers at the first try and can click on "Retry" (retry) to have a second (and last) chance. The number of wrong answers is provided along with the number of correct answers missing from the original attempt.

You go to the cafeteria to share breakfast with your colleagues. What precautions should you take?

Almost
You have selected 2 wrong answer(s) and 1 correct answer(s) are missing. Please try again!

Validate my answer

Retry
Figure 15. Simple-choice interaction. The player must drag the “thumbs-up” on the image of the only colleague correctly wearing a face mask.

Figure 16. Multiple-choice interaction. The player must choose the situations in which eye protection should be worn.
**Figure 17.** Multiple-choice interaction. The player must choose in which situations they should wear or change gloves. Illustrations change as the cursor hovers over the buttons on the left.

To keep track of the player’s choices and to strengthen IPC messages, a virus counter was created. Whenever the player selects an answer that can lead to a possible contamination, a red virus image appears, and the virus count rises incrementally. Conversely, every time the player selects an answer that matches a desirable behavior, a positive token in the form of a “thumbs-up” image is awarded. If the player reaches a total of 5 viruses, a “game over” screen (Figure 18) appears. The user can then choose to decrease the virus count by exchanging “thumbs-up” tokens against viruses or to restart the level. We decided that the players should only restart the level, and not the entire game, in order to provide a more positive feedback and to avoid generating frustration. Moreover, a positive message is displayed at the end of each of the 4 levels. These messages are designed to strengthen the player’s motivation to comply with IPC guidelines and are not influenced by the virus count.

Feedback mechanisms were used extensively and systematically in this serious game [32]. After a simple-choice interaction, the expected answer is immediately provided to the player along with an explanatory message (Figures 8 and 9). When multiple choice interactions are involved, players are allowed to adapt their answer if they were initially wrong. To help them find the correct answers, the number of wrong answers is provided along with the number of correct answers missing from their initial choice (Figure 14).
Game Development and Iterations

We first created a storyboard using PowerPoint 16 (Microsoft Corp). This storyboard, split into 4 game levels, was refined through multiple iterations until we deemed it advanced enough to begin the actual game development. A common and simple terminology was used to suit the broad target audience. We chose to develop the actual game under Articulate Storyline 3 (Articulate Global). This software is easy to use, embeds many elements that are essential for creating interactive content and serious games, and allows developers to export their creations to many different platforms using HTML5.

The first version of the game was developed using stick figures created by PresenterMedia (Eclipse Digital Imaging Inc). Figure 1 shows the welcome screen of this first version, and Figure 3 gives an example of a simple-choice interaction.

Although developers and IPC specialists found this first version to be both adequate and usable after having been refined through multiple iterations, they felt that it resembled a gamified e-learning module rather than a serious game. We therefore hired a well-known Swiss graphic designer to help us enhance the graphical aspects of the game and create a unique atmosphere. First, sketches in line with the multiple iterations concept of the SERES framework were produced by the graphic designer. These sketches were revised, adapted, and finally validated. They were then transformed into actual images that were embedded in the serious game. Figure 2 shows the updated (and final) version of the welcome screen, and Figure 4 displays the updated version a simple-choice interaction.

Game Validation

Each iteration of the game was tested by at least 3 authors whose feedback was systematically assessed and, when relevant and feasible, integrated into the next iteration of the game. The final version was validated by all the authors and by IPC specialists, some of whom act as consultants for the World Health Organization. Apart from the authors, all of whom are part of the medical or nursing staff, the game was tested by nonclinical staff from the Geneva University Hospitals training center before its release. These testing sessions showed that the game takes 15 minutes to complete on average.

The heuristic evaluation procedure described by Davids et al [49] was used to screen for usability issues. This led to the addition of blinking images in the welcome screen to facilitate identification of interactive elements.

Game Availability

This serious game can be freely accessed on the internet [50]. The corresponding author can be contacted to obtain a SCORM (shareable content object reference model) package of the game. We decided to make this package available to facilitate results and completion tracking on most current learning management system. This will allow for the tracking of completion and, on recent platforms, to gather detailed results down to the level of individual questions.

Discussion

Principal Findings

The first 3 stages of the SERES framework were successfully used to create the “Escape COVID-19” serious game. The content created meets the definition given by Gentry et al [20] in a recent systematic review (ie, a game created “for the serious purpose of providing health professions education via a digital device”). The boundaries separating serious games from other gamified educational tools are not easy to define [51]. Using the definition Payne et al [52] published in 2015, “Escape COVID-19” qualifies as a serious game as it primarily intends
to educate rather than entertain, contains a specific narrative, and includes the possibility of failure. In the context of the COVID-19 pandemic, new HCWs are being quickly recruited to face increasing health care demand [53]. Providing them regular face to face training in IPC is particularly challenging in terms of resources. Distance learning through serious games and other e-learning modalities offers an innovative and cost-effective alternative that can reach a large target population while avoiding the logistical challenges associated with face to face training.

Since HCWs perceive a higher likelihood of contracting COVID-19 than the general population [54] and as fatality rates have been shown to be substantial in this population [55,56], the impact of this serious game could be significant. Distance learning mechanisms have indeed been shown to be of particular value in the context of the current pandemic [57,58]. Still, there are many different e-learning modalities [59,60], and selecting the adequate modality to achieve the intended goal can be challenging. Our gamified e-learning module, which was intended to teach the adequate use of PPE to prehospital personnel, was found to be both useful and satisfactory by paramedics. It however failed to yield significant improvements regarding knowledge acquisition in this population [61]. Conversely, this e-learning modality significantly improved knowledge acquisition in student paramedics who were actively working in an ambulance service at the time of the study [62]. In both populations, however, this gamified module failed to enhance the acquisition of complicated procedures such as PPE donning or doffing [61,62]. Nevertheless, as the goal of this serious game is to promote and strengthen safe behaviors rather than to teach new content to HCWs, it might still prove effective in improving the application of IPC guidelines.

Though we chose to use Nicholson’s RECIPE mnemonic for meaningful gamification [30], we were unable to apply it to its fullest extent. Indeed, the play element was only used in connection with one out of 10 acquisition objectives. Given the goal and design of this serious game, letting the player freely roam in a virtual environment was not an option. Moreover, we elected to force the player to follow a predetermined path, starting at home and ending in the ward. We made this choice to comply with the “flow” component of the engagement element [39]. When designing a serious game, using this component means that challenges should get harder as the player progresses. In the first level (at home), the challenges were relatively easy and the choice element was central. Conversely, in the last level, the player was asked to rebuild a complicated donning sequence and to make difficult choices regarding the kind of PPE that should be worn in specific situations. Therefore, forcing the player to follow a chronological order was relevant in this regard.

Limitations
The main limitation of this study is the current lack of evidence to support the use of this serious game. A longitudinal trial assessing the evolution of the rate of SARS-CoV-2 contamination in HCWs and in other hospital employees should be carried out to help assess the impact of this serious game. Assessing the added value of specific elements might however prove difficult, and multiple confounding factors (progressive dissemination of new guidelines, natural and unforeseeable evolution of the pandemic, etc) will make this more difficult.

Since knowledge regarding SARS-CoV-2 transmission mechanisms is evolving quickly, this serious game could be obsolete in a matter of months or less. This limitation is however relative as the platform used to develop this serious game is quite flexible and should allow us to rapidly update the game.

Finally, even though most screenshots are displayed in English, the original game was developed in French and the English translation has not been completed yet. It should however be completed by the end of 2020.

Future Work
While the creation of this serious game was considered successful, we cannot be certain of its actual impact on IPC practices and behavior. The SCORM package is available to any researcher or institution willing to deploy it on a learning management system, whether for research purposes or simply to make it available as an additional educational tool.

Following the release of version 2.08, the Geneva University Hospitals have deployed Escape COVID-19 and made it available to their 13,000 employees, including medical, nursing, and administrative and support staff. In the wake of this deployment, the Geneva Directorate of Health requested us to make this serious game available to nursing home employees. Indeed, long-term care facilities have been severely hit by the COVID-19 pandemic [46,63-65] and motivating their employees to enhance their IPC practices could be of significant benefit [66]. We naturally agreed and took this opportunity to initiate a web-based, triple-blinded randomized controlled trial [67]. The aim of this study is to determine whether Escape COVID-19 can enhance the intention to change IPC practices in nursing home employees.

Conclusion
The SERES framework was successfully used to create “Escape COVID-19,” a serious game designed to promote safe behaviors among HCWs and other hospital employees during the COVID-19 pandemic. The impact of this game should now be assessed through a longitudinal trial.
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Abstract

Background: Viscoelastic tests enable a time-efficient analysis of coagulation properties. An important limitation of viscoelastic tests is the complicated presentation of their results in the form of abstract graphs with a multitude of numbers. We developed Visual Clot to simplify the interpretation of presented clotting information. This visualization technology applies user-centered design principles to create an animated model of a blood clot during the hemostatic cascade. In a previous simulation study, we found Visual Clot to double diagnostic accuracy, reduce time to decision making and perceived workload, and improve care providers’ confidence.

Objective: This study aimed to investigate the opinions of physicians on Visual Clot technology. It further aimed to assess its strengths, limitations, and clinical applicability as a support tool for coagulation management.

Methods: This was a researcher-initiated, international, double-center, mixed qualitative-quantitative study that included the anesthesiologists and intensive care physicians who participated in the previous Visual Clot study. After the participants solved six coagulation scenarios using Visual Clot, we questioned them about the perceived pros and cons of this new tool. Employing qualitative research methods, we identified recurring answer patterns, and derived major topics and subthemes through inductive coding. Based on them, we defined six statements. The study participants later rated their agreement to these statements on five-point Likert scales in an online survey, which represented the quantitative part of this study.

Results: A total of 60 physicians participated in the primary Visual Clot study. Among these, 36 gave an interview and 42 completed the online survey. In total, eight different major topics were derived from the interview field note responses. The three most common topics were “positive design features” (29/36, 81%), “facilitates decision making” (17/36, 47%), and “quantification not made” (17/36, 47%). In the online survey, 93% (39/42) agreed to the statement that Visual Clot is intuitive and easy to learn. Moreover, 90% (38/42) of the participants agreed that they would like the standard result and Visual Clot displayed on the screen side by side. Furthermore, 86% (36/42) indicated that Visual Clot allows them to deal with complex coagulation situations more quickly.

Conclusions: A group of anesthesia and intensive care physicians from two university hospitals in central Europe considered Visual Clot technology to be intuitive, easy to learn, and useful for decision making in situations of active bleeding. From the responses of these possible future users, Visual Clot appears to constitute an efficient and well-accepted way to streamline the decision-making process in viscoelastic test–based coagulation management.
blood coagulation; hemostasis; blood coagulation test; point of care; rotational thromboelastometry; Visual Clot; decision making; survey and questionnaires; situation awareness; user-centered design; qualitative research; visualization; avatar

**Introduction**

For optimal perioperative bleeding management, a quick and reliable assessment of the patient’s blood coagulation function is of utmost importance [1-3]. As laboratory coagulation testing can take more than an hour [4] to produce results, viscoelastic point-of-care devices, such as rotational thromboelastometry (ROTEM, Instrumentation Laboratory/Werfen) and thromboelastography (Haemonetics) play an important role in guiding hemostatic interventions in a time-efficient manner [5]. Previous studies showed that the utilization of viscoelastic testing can improve the patient outcome in those with bleeding trauma [3,6-9]. Hence, the European guidelines on trauma management recommend viscoelastic testing to enable goal-directed bleeding management [10]. Furthermore, viscoelastic point-of-care coagulation testing reduces the transfusion of allogeneic blood products in trauma [2,10]. Previous studies also showed the benefits of its use in cardiac [1,11,12], transplant [13], neuro [14], and pediatric surgery [5].

However, the abstract presentation of viscoelastic test results complicates its handling in clinical routine. This in turn shows the demand for a tool that facilitates the interpretation of viscoelastic readings. To serve this apparent need, Visual Clot technology [15] was developed. Visual Clot is an alternative situation awareness–oriented visualization technology created by adhering to the principles of user-centered design [16]. Instead of abstract shapes and a multitude of numbers, as in the conventional presentation of the ROTEM results, Visual Clot technology displays a three-dimensional animated model of a blood clot that corresponds to the real phenomena one would see when looking at the blood clot through an electron microscope. In an international dual-center study [15], Visual Clot technology enabled the participating physicians to make twice as many correct diagnoses quicker and with improved diagnostic confidence and reduced perceived cognitive workload compared with standard viscoelastic test results.

This study aimed to explore and capture the opinions of the 60 anesthesiologists and intensive care specialists from the previous Visual Clot study [15] on this new visualization technology. The results will help define the strengths and limitations of this visual decision aid. Further, this study examined the applicability of Visual Clot as an additional tool for coagulation management from the viewpoint of its potential future users.

**Methods**

**Approval and Consent**

The leading ethics committee (the Cantonal Ethics Committee of the Canton of Zurich in Switzerland) reviewed the study protocol and issued a declaration of no objection (Business Management System for Ethics Committees Number 2018-00933). We obtained written informed consent from each participant for the use of their data.

**Study Design**

We conducted this study at the University Hospital Frankfurt (UKF) in Germany and the University Hospital Zurich (USZ) in Switzerland. We included anesthesiologists and intensive care physicians from these two hospitals. Both study centers routinely use ROTEM-guided hemostatic resuscitation.

This study is a researcher-initiated, international, dual-center, mixed qualitative-quantitative study about the opinions of anesthesia and intensive care physicians regarding Visual Clot technology. The methods employed included interviewing physicians after their first contact with Visual Clot technology and jointly generating field notes based on their answers. Further, we created statements derived from these field note responses and asked the same group of physicians to rate the statements in an online survey.

**Previous Visual Clot Study and Participant Interviews**

We held interviews for the qualitative part of this study at the end of the data collection sessions of the previously published Visual Clot study. In the mentioned study, the participating physicians evaluated 12 coagulation scenarios in randomized order. They solved each scenario twice, once only observing Visual Clot and once only using the conventional viscoelastic test results. Before the testing took place, the participants received brief individual training and subsequently solved six scenarios using Visual Clot to become familiar with its features. We based the individual training on a Microsoft PowerPoint presentation (Microsoft Corporation). This aimed to explain all visualizations of Visual Clot and enabled the participants to ask questions in case of uncertainties. Multimedia Appendix 1 shows the training video for the current version of Visual Clot. Figure 1 explains and illustrates some visualizations of Visual Clot technology.

In an undisturbed environment, we asked the physicians about the advantages and disadvantages of Visual Clot. There was no further guidance by the investigators, who all had previous experience with qualitative research. While the physicians were encouraged to freely verbalize their thoughts, the data collector simultaneously took field notes in a Microsoft Word (Microsoft Corporation) document. After the interview session, the field notes were presented to the participants. They were asked whether they agreed with them and were encouraged to determine final adjustments and changes.
Figure 1. Graphics illustrating Visual Clot technology. A: The different coagulation components that Visual Clot represents as either present or absent (when dashed). B: A healthy Visual Clot with all coagulation elements present in sufficient quantity. C: A bleeding Visual Clot with heparin effect. D: A bleeding Visual Clot indicating the absence of plasmatic factors.

Qualitative Analysis

We used a template approach in the qualitative analysis [17]. This involves grouping topics using a coding template. The topics are often predefined in advance. During further data analysis, new topics are added or existing ones are revised [17]. First, we translated the original answers from German to English using DeepL [18]. All translated field notes are available in Multimedia Appendix 2. After translation, we used Microsoft Word to identify the most common words and created a tag cloud (Figure 2) as its quantitative graphic illustration using Wordle [19]. We ignored common English words (the, and, to, etc) and unified word groups with the same word root. The two physicians and study authors TRR and DWT were both involved in the qualitative analysis of the field notes. TRR is a resident anesthesiologist who did not partake in the interviewing process. DWT is a senior anesthesiologist with previous experience in qualitative and patient safety research. Adhering to the criteria for reporting qualitative research [20], TRR and DWT developed a coding template as a rating system, using both word count and inductive coding based on recurring topics in the field note responses. We modified the initial coding template by successive reading, coding of the data, and discussions with other authors. After multiple data coding events, we agreed upon a final template. The two study authors mentioned above then independently rated all field notes using an illustrated final coding template, which has been provided in Figure 3. Interrater reliability was calculated to investigate the consistency of the implementation of the rating system. In cases of disagreement between these two examiners, a final code for the respective field note response was jointly determined.
Quantitative Analysis

Literature provides several arguments why qualitative data could be combined with a quantitative analysis. One of the reasons for this is that quantitative data can help to generalize and confirm specific observations made in a qualitative analysis [21]. To further examine the qualitative research part of this study and Visual Clot applicability, we performed a quantitative assessment of the derived statements using a web-based online survey. We defined six partially generalized statements and
asked the participants to rate them on five-point Likert scales with responses ranging from “strongly disagree” to “strongly agree.” Out of all six statements, four directly refer to the previously identified major topics. We specifically added two additional statements to the questioning that we considered necessary. These two aimed to obtain a deeper understanding of Visual Clot technology applicability. Using SurveyMonkey (SVMK Inc), we created the open online survey and tested its usability before sending the study link via email to all physicians who participated in the previous Visual Clot study and still worked at the respective institutions. We informed the participants that the survey takes about 1 minute to fill out. Participation was voluntary, no incentives were offered, and no personal identifying information was collected. The participants were able to review and change their answers before completion. A single reminder to complete the survey was sent after 2 weeks. Multimedia Appendix 3 displays the translated wording of the survey invitation announcement as well as the reminder mail. We completed the data collection 1 week after the reminder period expired.

Statistical Analysis
We provide the quantitative analysis data of the online survey as median and interquartile range for all statements. Using the Wilcoxon signed-rank test, we evaluated the difference between the median for each of the statements and the neutral answer. We considered $P<.05$ to indicate statistical significance. The qualitative part of this study aimed to identify the pros and cons using the new visualization technology. With the evaluated statements of the online survey, we aimed to further quantify the agreement or disagreement. This procedure additionally increases the relevance of the statements made.

Data Sharing Statement
The translated interview field notes are available in Multimedia Appendix 2. We report all other data in this manuscript.

Results

Study and Participant Characteristics
This study included the same participants as in the previous Visual Clot study [15]. A total of 60 anesthesia and intensive care physicians participated. Half of them were working at the USZ and the other half at the UKF. After collecting data from the first 24 participants of the Visual Clot study, we decided to conduct systematic interviews as we found that the participants provided very informative feedback on the technology. We interviewed all of the participants at the UKF and six participants at the USZ (total of 36 out of 60 [60%]). Regarding the online survey, we present the results according to the checklist for reporting results of internet e-surveys [22]. We sent out the study link as an invitation to all physicians who still worked at the respective institutions. We checked the IP address displayed on the SurveyMonkey website to identify potential duplicate entries from the same user. Since the computers in the hospitals are shared and the workspace usually only changes daily, we considered a difference of at least 24 hours as appropriate for entries from the same IP address. Of all invitations sent out for the online survey, the participation rate was 86% (42/49). Table 1 further outlines the study and participant characteristics in detail.

Table 1. Study and participant characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Study characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Total number of participants, n</td>
<td>60</td>
</tr>
<tr>
<td>Total number of interviewed participants (field notes) (N=60), n (%)</td>
<td>36 (60)</td>
</tr>
<tr>
<td>Online survey participation rate (N=49), n (%)</td>
<td>42 (86)</td>
</tr>
<tr>
<td>Online survey completion rate (N=42), n (%)</td>
<td>42 (100)</td>
</tr>
<tr>
<td><strong>Participant characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Female sex (N=60), n (%)</td>
<td>23 (38)</td>
</tr>
<tr>
<td>Senior physicians (N=60), n (%)</td>
<td>35 (58)</td>
</tr>
<tr>
<td>Resident physicians (N=60), n (%)</td>
<td>25 (42)</td>
</tr>
<tr>
<td>Anesthesia experience in years, mean (IQR)</td>
<td>8 (4-11)</td>
</tr>
<tr>
<td>Number of annually interpreted ROTEM readings per physician, mean (IQR)</td>
<td>40 (10-53)</td>
</tr>
</tbody>
</table>

Part I: Qualitative Analysis of Interview Answers
The analysis of word count showed the following 12 most frequently occurring words or word groups in the participants’ field note responses: visual/visualization/visually (24/36 participants, 67%), easy/easier/easily (18/36 participants, 50%), ROTEM (18/36 participants, 50%), interpretation/interpreting (13/36 participants, 36%), presentation (12/36 participants, 33%), good (11/36 participants, 31%), clear (11/36 participants, 31%), simple/simplification/simplicity (10/36 participants, 28%), understand/understood/understandable (10/36 participants, 28%), quick/quicker/quickly (6/36 participants, 17%), cut-off/cut-off values (6/36 participants, 17%), and hyperfibrinolysis (6/36 participants, 17%). Figure 2 provides...
the tag cloud created from the word count of the field note responses.

Through inductive free coding, we identified eight major topics with associated subthemes. Figure 3 displays the generated coding template, which was used as a coding system. The two study authors TRR and DWT rated all 36 field note responses independently. A total of 131 codes were assessed. Interrater reliability was 71%, with a Cohen kappa of 0.665. After the first run, TRR and DWT discussed all differences and agreed on a coding in the case of disagreement. The second run showed an interrater agreement of 100% between the coding of TRR and DWT. Table 2 outlines all major topics with participant counts, percentages, and examples.

Table 2. The major topics with participant count, percentages, and examples (N=36)

<table>
<thead>
<tr>
<th>Major topic</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive design features (29 participants, 81%)</td>
<td>Participant #15: Intuitive kind of presentation.</td>
</tr>
<tr>
<td></td>
<td>Participant #7: Clear presentation, no unnecessary information to distract.</td>
</tr>
<tr>
<td></td>
<td>Participant #1: Obviously, something like this was missing.</td>
</tr>
<tr>
<td></td>
<td>Participant #19: Creates clarity in emergency situations.</td>
</tr>
<tr>
<td></td>
<td>Participant #30: Perceived diagnostic confidence is higher.</td>
</tr>
<tr>
<td>Facilitates decision making (17 participants, 47%)</td>
<td>Participant #9: Don’t have to think as much as with conventional ROTEM.</td>
</tr>
<tr>
<td></td>
<td>Participant #16: Couldn’t imagine, that it could be presented in such a</td>
</tr>
<tr>
<td></td>
<td>simple way!</td>
</tr>
<tr>
<td>Saves cognitive resources (15 participants, 42%)</td>
<td>Participant #05: Even without extensive previous education.</td>
</tr>
<tr>
<td></td>
<td>Participant #33: Easy. Self-explaining.</td>
</tr>
<tr>
<td>Easy to learn (14 participants, 39%)</td>
<td>Participant #19: You can see immediately where the problem is.</td>
</tr>
<tr>
<td></td>
<td>Participant #24: Quickly realize what the problem is.</td>
</tr>
<tr>
<td></td>
<td>Participant #26: Faster with the Visual Clot.</td>
</tr>
<tr>
<td></td>
<td>Participant #30: You get the answer much faster.</td>
</tr>
<tr>
<td>Accelerates treatment (13 participants, 36%)</td>
<td>Participant #25: Can be used safely by all educational levels.</td>
</tr>
<tr>
<td>User groups (9 participants, 25%)</td>
<td>Participant #14: No quantitative data or information.</td>
</tr>
<tr>
<td>Quantification not made (17 participants, 47%)</td>
<td>Participant #22: Missing fibrin is not detected and understood easily.</td>
</tr>
<tr>
<td>Negative design features (17 participants, 47%)</td>
<td>Participant #23: Heparin effect is a little tricky to interpret.</td>
</tr>
</tbody>
</table>

Themes

Positive Design Features

Of the 36 participants, 29 (81%) made comments that fit the major topic positive design features. After additional inductive free coding, this topic was further divided into the three subthemes “intuitive design,” “clear visualization,” and “innovative idea.” Some participants perceived the visualization as intuitive, while others pointed out its clear visualization of standard ROTEM results. Participant #7 stated that there was no unnecessary information to distract. Others indicated Visual Clot as innovative, as they perceived this idea to be missing.

Facilitates Decision Making

Of the 36 participants, 17 (47%) noticed during the interview process how Visual Clot technology facilitated their decision making on fulfilling the given task. After free inductive coding, this major topic was broken down into the subtheme “safety in decision making” as some of these participants mentioned this aspect. Participant #2 stated how using Visual Clot made him less afraid of getting involved with the ROTEM analysis. Additionally, participant #19 pointed out that the simplicity of Visual Clot technology created clarity in emergency situations.

Saves Cognitive Resources

Of the 36 participants, 15 (42%) indicated that using Visual Clot, the user saves cognitive resources compared with standard ROTEM readings. The two subthemes “less brainwork needed” and “easy understanding of complex topic” are derived from this major topic. Some participants mentioned that they did not have to think as much using Visual Clot. Another participant reasoned that using Visual Clot, he did not need to memorize the cut-off values.

Easy to Learn

Of the 36 participants, 14 (39%) remarked that Visual Clot technology is easy to learn. Participant #25 felt that after a short instruction, one is already able to use Visual Clot correctly.

Accelerating Treatment

Of the 36 participants, 13 (36%) found Visual Clot to accelerate treatment. This major topic was subdivided into the aspects “quick recognition of situation” and “time saving.” Some participants mentioned that using Visual clot, most of the information is visible at a single look. Further, it helps them to interpret the coagulation status faster.

User Groups

Of the 36 participants, 9 (25%) made comments that fit the major topic user groups. All of them shared the opinion that
Visual Clot would especially help an inexperienced user in the interpretation of ROTEM readings. Participant #25 noted that the visualization technology can be safely used at all educational levels.

Quantification Not Made

Of the 36 participants, 17 (47%) had concerns about the missing quantitative data using Visual Clot. Participant #16 suggested to show the visualization technology and the conventional ROTEM results next to each other to overcome this issue. Some mentioned how Visual Clot does not show the extent of the coagulation disorder. Participant #2 was concerned about whether this technology was reliable.

Negative Design Features

Of the 36 participants, 17 (47%) made comments that fit the major topic "negative design features.” Problems in differentiating between hyperfibrinolysis and a low fibrinogen state were mentioned by several participants. Moreover, the heparin effect was difficult to interpret. Participant #1 found the heparin visualization confusing.

Part II: Quantitative Analysis of Statements Rated in the Online Survey

We illustrate the ratings of the six statements from the online survey in Figure 4. The sample medians of statements two to six all differed statistically significantly from neutral (P < .001).

The first statement showed that half of the participants considered the use of ROTEM readings in the management of coagulopathies difficult, whereas the other half did not.

The six statements with the evaluation of the online survey rating results are as follows:

1) “I find the interpretation of the conventional presentation of the ROTEM and the management of coagulopathies difficult.” This statement does not differ statistically significantly from neutral (P = .54).

2) “I find Visual Clot intuitive and I could learn the interpretation easily.” Of the 42 participants, 39 (93%) agreed or strongly agreed with this statement (P < .001).

3) “Visual Clot allows me to quickly grasp complex clotting situations.” Of the 42 participants, 36 (86%) agreed or strongly agreed with this statement (P < .001).

4) “I think Visual Clot is helpful in the decision-making process for a targeted therapy.” Of the 42 participants, 34 (81%) agreed or strongly agreed with this statement (P < .001).

5) “I required more cognitive resources for the interpretation of Visual Clot than for the interpretation of the conventional ROTEM.” Of the 42 participants, 1 (2%) agreed with this statement (P < .001).

6) “I would find it helpful to have the visualization of Visual Clot and the conventional ROTEM on the screen next to each other.” Of the 42 participants, 38 (90%) agreed or strongly agreed with this statement (P < .001).

Figure 4. Online survey results presented as donut parts of whole charts with the number of participants who chose a particular category (N=42). We present the results as medians and interquartile ranges and provide P values. ROTEM: rotational thromboelastometry.
Discussion

Principal Findings

This mixed-methods study analyzed the opinions of physicians regarding Visual Clot, a new situation-awareness oriented visualization technology for viscoelastic coagulation management. The main findings were that the participants perceived Visual Clot as intuitive, easy to learn, and helpful in the decision-making process for ROTEM-guided coagulation management. Further, they found that Visual Clot gave them a good overview of the clotting situation. The main criticism concerned its missing quantification. The participants preferred this visualization on a screen next to the conventional ROTEM readings. In an environment where health care providers are confronted with increasingly polymorbid patients and complicated diagnostic tools [23,24], more efficient assistive technologies leading to safer transmission of critical information will be of lasting importance for human performance and patient safety.

Our study showed a high level of physician acceptance and satisfaction with the new tool. Eighty-one percent (34/42) of the participants regarded the animated blood clot as useful in the decision-making process for coagulation management. Only one participant (N=42, 2%) agreed to the statement “I required more cognitive resources for the interpretation of Visual Clot than for the interpretation of conventional ROTEM.” The participant responses corresponded to the reactions to the similarly well-accepted Visual Patient technology [25]. In that assessment, only 11% (4/38) of the questioned subjects considered that technology not helpful in patient monitoring after their first contact with it [26]. Visual Patient is a situation awareness-oriented visualization for patient vital signs with comparable effect size in information transfer improvement as that of Visual Clot [27-30]. Ninety-three percent (39/42) of the participants considered Visual Clot intuitive to interpret and easy to learn. In the Visual Patient study [26], 82% (31/38) of the respondents attributed the same characteristics to Visual Patient. The higher complexity of Visual Patient with far more visualizations may have caused the 10% difference in this aspect between the two technologies. Intuition enables humans to apply a new tool utilizing mainly unconscious processing and previously learned experiential knowledge [31]. Cognitive ease when learning a new technology is crucial for user acceptance [32]. Indeed, previous medical visualization technologies failed because they were too difficult to understand [33,34]. We drafted Visual Clot and its visualizations based on principles of logic, human-computer interaction, and results of prior work in medical interface and user-centered design [16,34]. According to the theory by Wittgenstein [35], a coherent image or model has a meaningful commonality with the reality it is intended to reflect. To achieve this, we designed Visual Clot as a model of a blood clot. This philosophy is in line with results from the study by Wachter et al, which show that an anatomically correct interface is particularly intuitive [33]. A previous National Aeronautics and Space Administration publication outlines the various hierarchical levels of information representation [36]. It highlights the “order of wholeness” achieved by integrating the required information into a single display as the highest level of such presentation. In order to increase the cognitive receptiveness of information, we intentionally animated Visual Clot in a playful way [31,32]. This enhances user accessibility to the otherwise dry data-driven conventional result printouts.

Prior to taking part in the study, none of the participants had ever seen Visual Clot technology. However, the number of correct decisions, time to decision, diagnostic confidence, and workload improved greatly with the new tool compared with conventional ROTEM result presentation [15]. This study reveals high agreement between user perceptions and the function of the technology described in the previous Visual Clot study. This correspondence between expected and provided function is another essential feature for the success of new technologies. If this agreement does not occur, it can lead to false expectations, frustration, and ultimately reduced user acceptance. Most of the answers given concerning its design features were positive (29/36, 81%). Nevertheless, we identified some design features that led to confusion. For example, one visualization aimed to show that a test for heparin was carried out but turned out negative. This visualization intended to show an excluded heparin effect, but it confused some participants. For this reason, we modified the current version of Visual Clot. Now, it only displays heparin as present or not present. This is more in line with its situation awareness-oriented intention to show only essential information about coagulation disorders. Moreover, based on the participants’ feedback, we further refined the visualization of hyperfibrinolysis and fibrin deficiency. We follow both quantitative (ie, participants’ performance with a particular visualization) and qualitative study results in such design modifications. Qualitative feedback is often valuable to understand why a particular visualization is not working. This provides clues on how we can adapt it.

Eighty-six percent (36/42) of the participants agreed to the statement that Visual Clot allowed them to grasp complex coagulation situations more quickly. Ninety percent (38/42) of the participants considered it helpful to have Visual Clot and the conventional ROTEM on the screen next to each other. We regard such an integrated display mode as optimal, as Visual Clot technology converts the continuous numerical values of standard test outputs into categorical visualizations. For example, there can be too few, a healthy amount of, or too many platelets. This simplification has the advantage that information is understood quickly and easily, bearing in mind that this reduces the resolution of given data. Indeed, 47% (17/36) of the interview participants made comments regarding the missing quantification of the disorders using Visual Clot. Hence, an ideal implementation must combine the benefits of Visual Clot, which are fast and easy situation recognition, with the high precision advantage of the conventional method. A hospital may configure the visualization limits of Visual Clot according to the values of the local coagulation algorithm. This could help enforce the local standard procedure.

The main goal of Visual Clot technology is still to simplify complex viscoelastic test results in real time to facilitate the care providers’ overview of the clotting situation. This study showed how potential future users perceived this technology after using it for the first time. Opinions, such as good and clear visualizations and ability to obtain a good overview of the
clothing situation in a time-efficient manner, fully support our main intention. Acutely bleeding patients benefit from faster and more accurate diagnosis and treatment. This study made us aware about the desire of our fellow physicians for such technology, from which we can draw fundamental motivation to further develop its concept.

Limitations
This study has several limitations. The opinions obtained cannot be extrapolated to a larger population because qualitative research does not assess statistical significance. Its only goal is to collect and present the broadest possible range of opinions and views. Second, we questioned the participants after their first contact with the new technology in a controlled instruction setting. Its use in the everyday clinical routine could alter the care providers’ opinions. However, we consider it unlikely that Visual Clot would not be perceived as positively in clinical routine as it was in this study setting, as we observed widespread approval by anesthesiologists and intensive care physicians, who are the potential future users. Nevertheless, further research is needed to identify the strengths and weaknesses of Visual Clot technology in a clinical setting. Another limitation concerns the selection of participants. We did not include participants randomly, but selected them according to their availability in the daily clinical routine. However, the high participation rate in the quantitative analysis reduces potential selection bias. Finally, we conducted this study in university hospitals with high standards of care in central Europe. Users’ opinions may be different in other parts of the world. More research is needed in this respect as well.

Conclusions
A group of anesthesiologists and intensive care physicians regarded Visual Clot to be intuitive, easy to learn, and useful for the decision-making process in acute clotting disorders. The limitation of the visualization technology resulting from the translation of continuous measurement values into categorical values was the most frequently mentioned potential disadvantage of the technology. A split-screen implementation may be used to combine the advantages of the visualization technology and conventional technology. In this study, Visual Clot appeared to be a well-accepted decision support tool for ROTEM-based coagulation management. Further research is needed to investigate its potential in clinical practice and medical education.
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Abstract

Background: Excessive internet game use frequently leads to various physical, psychological, and social problems, and internet gaming disorder (IGD) has become a serious public health issue worldwide. Recently, virtual reality (VR) therapy has emerged as a promising method to increase psychological treatment motivation and accessibility. However, few studies have examined the potential of VR technology for the management of IGD, and VR content tailored to IGD characteristics remains scarce.

Objective: This preliminary study aimed to examine the potential of a VR-based program that was designed to help users identify their leisure time use patterns, especially those related to gaming, and to modify their gaming overuse by alternative activities provided in the VR content. Moreover, to investigate whether users’ VR activities reflect various clinical variables of IGD in youth, we examined the relationships among the leisure time activity selection pattern, built-in response, and speech data obtained from the VR program, as well as symptom severity of internet gaming, psychiatric comorbidities, and motivation of participants reported through relevant questionnaire data.

Methods: Three types of VR content (understanding my daily activities at home, finding an alternative activity to internet gaming at home, expressing contradictory opinions toward a friend’s gaming beliefs) were developed by simulating the daily situations in which patients with IGD can select alternative free-time leisure activities. We examined internet addiction, mental health problems, and motivation for 23 IGD and 29 control participants. Behavioral and self-rated responses from VR, such as alternative activity selection data and speech patterns (speech time, speech satisfaction, and speech accordance), and results from various questionnaires were compared between groups. The correlations between IGD behaviors in VR and real-life behaviors assessed by questionnaire measures were analyzed.

Results: Significant correlations were found between internet gaming behavior and user activity data, such as speech and activity selection pattern, in our VR program. Our results showed that the IGD group had fewer leisure activities and preferred game or digital activities to other types of activities compared to controls, even in VR. There was a positive relationship between the viability of alternative leisure activities the participants selected in VR and the amount of perceived satisfaction from that activity ($r=.748$, $P<.001$). Speech accordance in the IGD group was lower than in the control group and was correlated negatively with Internet Addiction Test and Internet Addiction Test–gaming scores ($r=.300$, $P=.03$) but positively with users’ motivation ($r=.312$, $P=.02$).

Conclusions: The results from our VR program can provide information about daily activity patterns of youths with IGD and the relationship between user VR activities and IGD symptoms, which can be useful in applying VR technology to IGD management.
virtual reality; VR; internet game disorder; IGD; cognitive behavioral therapy; CBT; motivation

Introduction

Internet gaming is the most common leisure activity among adolescents in East Asian countries, including South Korea [1,2] and China [3]. While some studies have proposed positive effects of internet gaming [4,5], excessive internet game use frequently leads to various physical, psychological, and social problems [6-8]. The concept of internet gaming disorder (IGD), defined as the persistent and recurrent use of the internet to engage in games despite negative consequences, has been controversial. Diagnostic criteria or guidelines for IGD have been proposed by several investigators, but there has been continued debate around the conceptualization of IGD. Therefore, studies of IGD-targeted treatment mechanisms are needed to help with the classification of behavioral addiction and the effective management of individuals with IGD [9-11].

Regarding IGD treatment, theories based on cognitive behavioral therapy (CBT) and motivational enhancement therapy (MET) have been promising approaches to explain addictive behaviors [12], and they have been commonly used as effective treatment for IGD [12-14]. The CBT model claims that the identification and modification of maladaptive cognition on internet gaming are crucial factors for treatment [14]. Maladaptive cognitions such as excessive preoccupation with internet gaming, impaired cognitive control, and cognitive inflexibility contribute to compulsive internet gaming activity [13,15,16].

Additionally, the motivation-focused model of addiction has been employed for the management of IGD, as motivational drives linked to reward-seeking also contribute to problematic gaming behavior [15,17]. Individuals with IGD are reported to have enhanced reward sensitivity and decreased loss sensitivity, leading to stronger motivation to play compared to people without IGD [15,16,18].

Taken together, CBT and MET models of addiction suggest that treatment for IGD requires assessing the individual’s cognitive and behavioral patterns and motivation before a specific therapeutic plan is implemented. Therefore, the management of the selection process for gaming activities is important for finding the triggering factors that motivate and maintain people’s excessive gaming behaviors [6,19]. Since people with IGD often do not have insight on their excessive preoccupation with gaming, it is necessary for patients with IGD to identify the pattern and underlying motivation of their leisure activities to manage their problematic gaming effectively. For example, identification of the times and places that elicit people’s craving for gaming in their free time and a technique to control this craving and the motivational components of internet gaming is necessary for IGD management [20]. For this purpose, therapists also need to observe and intervene in the behavior of individuals with IGD in response to exposure cues for leisure activities in situations that increase the patients’ risk of gaming. However, it is difficult to reproduce the actual reality of the gaming cue exposure through the process of traditional treatment. Besides, in a real-world situation, it is also difficult to follow up and collect patients’ behavioral data in real time.

Alternatively, CBT using virtual reality (VR) technology is a promising method to increase motivation for and accessibility of mental health treatments, especially among youth who are generally positive to the appeal of modern digital technology [12-14,21-23]. Moreover, VR features are immersive and interactive, simulating reality without space and time limits [24]. Gestures and voice inputs are effective means of interacting with avatars in virtual space while also maintaining full potential for flow and immersion [24,25]. The VR program also automatically records users’ activity and verbal data, allowing for real-time data analysis. Despite these advantages of VR-CBT, few studies have examined the effects of VR for IGD management, and VR content tailored to IGD characteristics is scarce.

Regarding the embodiment of IGD management techniques, we mainly used the self-speech technique. The definition of “self-speech” in our program was the verbalization of one’s opinions in their own words in response to the questions asked by avatars. Self-speech is reported to help to self-regulate cognition and behavior in addition to positively influencing self-control [26,27]. It also helps people accomplish self-distancing and objectification, enabling individuals with IGD to reappraise their cognition on gaming guided by objective viewpoints in the VR program [28]. As computer technologies related to voice recognition and processing have developed, speech has also become a viable interaction modality in VR environments.

Given this background, the objectives of this study were to examine the potential of a VR-based program that was designed to help users identify their leisure time use patterns, especially those related to gaming, and to modify their gaming overuse by alternative activities provided in the VR content. More specifically, to investigate whether behavioral responses to our VR program were associated with various IGD clinical variables, we examined the relationships among leisure time activity selection pattern, built-in response and speech data (speech time, speech satisfaction, and speech accordance) obtained from our VR program, and IGD symptom severity, psychiatric comorbidities, and motivation of participants reported through relevant questionnaire data.

Methods

Sample Size (Power)

Power analysis for an independent t test was conducted in the G*Power program to determine the necessary sample size, with an alpha of .05, power of 0.80, large effect size (f = 0.8), and 2 tails [29]. The results from our sample size calculation suggested that the desired sample size was estimated to be 26 in each
group, totaling 52 subjects, to detect the group difference in our dependent measures.

**Recruitment**

Participants were recruited from online community and social network sites in South Korea and through flyers. Since men are known to have a higher prevalence of IGD than women, and to avoid gender-specific confounding factors related to the pattern of gaming craving and motivations affecting the results, only male participants were recruited [30]. Participants were 52 men aged 11-25 years, and 44 (44/52, 85%) were either high school or university students, aged between 16 and 25 years. Age was matched between the 2 groups during the assignment procedure, but other variables in our study were the result of simple randomization. All participants were evaluated for internet use patterns and interviewed by a psychiatrist for IGD diagnosis according to the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) [31]. In the control group, no one had ever been diagnosed with IGD or other DSM-5 psychiatric disorders. Exclusion criteria for all participants were current use of psychotropic medication and history of substance use disorder, serious neurological or medical disorder, bipolar I disorder, and psychotic disorder according to the Mini-International Neuropsychiatric Interview for Children and Adolescents (MINI-KID 6.0) [32] for participants younger than 18 years and the MINI 5.0 for adult participants [33]. However, 3 participants with psychiatric comorbidities were included (1 attention deficit hyperactivity disorder [ADHD], 1 depressive disorder, 1 adjustment disorder) in the IGD group.

**Measures**

IQ was assessed using the short form of the Wechsler Intelligence Scale for Children—Third Edition [34] and Wechsler Adult Intelligence Scale—Revised [35,36]. The Internet Addiction Test (IAT) [8], one of the most utilized diagnostic instruments for internet addiction, was used to assess IGD symptom severity (Cronbach \(\alpha=90\)). All participants completed a modified version of the IAT that replaced the term “Internet” with terms such as “Internet games” to assess specific subtypes of internet addiction [37-39]. As IGD is frequently comorbid with other psychiatric disorders [40], participants completed the short version of Conners-Wells’ Adolescent Self-Report Scale (CASS-S) for adolescents (Cronbach \(\alpha=88\)) [41] and Conner’s Adult ADHD Rating Scale (Cronbach \(\alpha=87\)) [42] for adult participants to measure ADHD symptoms [42,43]. Center for Epidemiological Studies Depression Scale (CES-D) for depression (Cronbach \(\alpha=91\)) [44,45], and Beck Anxiety Inventory (BAI) for anxiety (Cronbach \(\alpha=92\)) [46]. The Free Time Motivation Scale for Adolescents (FTMS-A; Cronbach \(\alpha=75\)) was also administered to measure 5 subscales representing various types of motivation to engage in certain types of leisure time activities [47].

The presence questionnaire (PQ; Cronbach \(\alpha=84\)) [48,49], Simulator Sickness Questionnaire (SSQ) [50], and Client Satisfaction Questionnaire (CSQ) [51] were used to measure the users’ experience with our system. PQ is a measure of users’ presence in virtual reality, which is a psychological state of “being there” and an important element of VR experience. Presence can enhance users’ active engagement in content, involving their senses and capturing their attention. SSQ assesses simulator sickness resulting from the discrepancy between simulated visual motion and the sense of movement coming from the vestibular system. Simulator sickness is negatively correlated with users’ enjoyment of VR programs. Finally, CSQ was used to rate the users’ general satisfaction with our VR training session.

**Procedures**

A between-subjects user study was conducted for about 1 hour. Participants were asked to complete written questionnaires about their demographic background and internet usage patterns, including the average hours they spent online gaming, frequency of internet usage, and name of a game they mainly play. Participants were adjusted to the virtual environment during the training session and then were asked to play 3 types of VR content, described in the following sections. The content was counterbalanced to prevent systemic order effect. Upon completing the program, participants were debriefed about their VR experience, using the postquestionnaire form.

**Virtual Reality**

**System Design**

The VR system was a desktop computer running Microsoft Windows 10 containing an NVIDIA GeForce GTX 970 graphics card and an Oculus Rift head-mounted display with tracker (Oculus VR, LLC, Irvine, CA; HD resolution of 1080 × 1200 per eye with 51.6 diagonal field of view, a 3-DOF tracker for head rotation, and built-in headphones). Mounted on the headset, the Leap Motion Controller (Leap Motion Inc, San Francisco, CA), a new device suitable for hand gesture–controlled user interfaces, was used for interactions with executable objects and avatars during the VR experience (Multimedia Appendix 1). The microphone built into the VR headset gathered verbal data from users’ self-speech in real time. Three-dimensional virtual environments included a virtual house and appliances using Autodesk 3D max. User instruction was provided verbally. The virtual environment was integrated with Unity software. User data such as type of selected activities and selection time, head movement, hand gesture, speech content, and speaking time were recorded and stored in the main server computer. Menu navigation on screen was performed by virtual hands positioned to match the user’s hands. This system allowed the therapist to track patient performance and analyze behavioral information.

**Content Design**

Our VR training system emphasized the development of motivation for change based on the implementation of CBT and MET principles by: (1) identifying situations, thoughts, and behavior associated with internet game use by providing situations that increase the patients’ risk of gaming and dysfunctional beliefs that support the maintenance of behavioral addiction issues; (2) conducting cognitive restructuring with these dysfunctional beliefs by describing the pros and cons of his or her online activity, expressing contradictory opinions against irrational beliefs about games; and (3) raising one’s motivation by devising a self-determined choice of activities to modify one’s maladaptive leisure time use pattern.
Content 1 involved “understanding my daily leisure activities at home” and was designed to understand the pattern of participants’ choice of leisure activities in daily life. It provided real-life situations that increase the patients’ risk of internet gaming and their dysfunctional behavioral patterns that support the maintenance of gaming issues. Figure 1A shows a blueprint menu of an indoor apartment showing the whole space for finding leisure activities. It consisted of a porch, participant’s room, small room, living room, kitchen, and restroom. At the start of each level, the entrance of the apartment was displayed from the first-person perspective. When users selected a room in the House Map menu with their hands, the scene automatically started at the entrance of the chosen room. The program then suggested users explore and select a set of leisure activities by choosing virtual objects placed in each room (Figure 1B). After selecting each activity, 2 questions were presented on the head-mounted display screen. Users determined the proportion of the chosen activity during daily life measured using a visual analog scale (VAS) ranging from 0% to 100%. Missions A and B consisted of the same virtual environment, but Mission A aimed to discover leisure activities during the daytime, while Mission B targeted activities during the nighttime. Multimedia Appendix 2 explains the list of leisure activities users can select in each room.

Content 2 involved “finding an alternative activity to internet gaming at home” and was designed to encourage users to discover alternative activities the user can substitute for game playing. This is analogous to the alternative thought recording, which is one of the most commonly used CBT techniques to modify an individual’s irrational cognition. We tried to figure out the behavioral differences between the IGD group and control group through the alternative activity selection pattern in VR and self-reported viability. The virtual environment of Content 2 was identical to that of Content 1. The program asked users to find leisure activities commonly found at home to replace internet gaming. Once an activity was selected, the self-assessment for perceived viability (“How likely are you actually to do the selected activities at home in your daily life?”) and perceived satisfaction (“How satisfied do you think you will be when you participate in the selected activity?”) of the selected activity were measured using a VAS (Multimedia Appendix 3). Additionally, an Add Activity menu was provided to add custom activities that are not found in the apartment to maximize user autonomy. After choosing all leisure activities, visualized training feedback results that were analyzed based on the participants’ own activities in VR were displayed as a pie diagram (Figure 1C). The program also automatically recorded activity type and corresponding response, allowing for real-time data analysis. The activities on a computer, mobile phone, and console game were included in the digital activity category for analysis.

Content 3 involved “expressing contradictory opinions toward friend’s gaming beliefs” and was designed for users to reappraise their cognition regarding games, rebutting common motivations for playing games. In Mission A, we collected participants’ self-speech data in which they express contradictory opinions against male avatar’s beliefs about games and recommend alternative activities they chose in Content 2 to the avatar friends in VR. Then, users were asked to express contradictory opinions toward the avatar peers’ beliefs regarding games through self-speech about 6 topics that are based on gaming motivation theory of socialization, achievement, and dissociation (see the detailed scripts of these topics in Multimedia Appendix 4). Also, the users were given a VR content wherein an avatar peer-pressured the user to play a game together to relieve stress from exams or to win a battle against their opponents. The users were instructed to refuse the avatar’s invitations to play the game by stating the reason or to provide alternative activities to gaming; whether the users could refuse their peers’ proposals to play the game was observed. Through this training, users could also review their gaming motivations and ensure that self-assertiveness is achieved properly.
In Mission B, the users' own selection of alternative activities from Content 1 and Content 2 were displayed as a mind map on the TV screen, helping users to make a 1-minute speech about the strengths of alternative activities on physical, social, and psychological aspects in comparison to gaming and internet use. All the speech content was automatically recorded when users pressed a speech button during the VR program. After each speech session, participants were required to rate their speech using a VAS in terms of 3 elements: speech time (duration of speech measured in milliseconds), speech satisfaction (self-assessment of satisfaction of one's speech), and speech accordance (concordance of self-speech contents they spoke and users' actual thoughts; “How much does your opinion in reality match what you just said?”).

**Statistical Analysis**

The main dependent variables in each group were normally distributed, as assessed by a Shapiro-Wilk test ($P > .05$). All demographic and clinical symptom measures were compared between the IGD and control groups using independent $t$ tests (2-tailed). Bivariate correlation analysis (Pearson r) was conducted to examine the association between behavioral and speech results on VR tasks and IGD symptom severity assessed by IAT and IAT-gaming and various clinical questionnaire measures, such as CASS-S, CES-D, BAI, and FTMS-A. All analyses were conducted using SPSS 20.0 (SPSS Inc, Chicago, IL). In all cases, $P < .05$ (2-tailed) was considered statistically significant.

**Ethics**

The current study was approved by the Institutional Review Board of Yonsei University College of Medicine, Gangnam Severance Hospital, and written informed consent was obtained from all participants after they had received a detailed explanation of the study. In case of adolescents, written informed consent of their parents was also obtained.
Results

Comparison of Clinical Symptom Measures Between IGD and Control Groups

Table 1 shows the result of the 2-tailed independent t tests between the IGD and control groups in demographic and clinical variables. There were no differences in age and IQ between groups. As expected, the IGD group had higher IAT and IAT-gaming scores. A significantly higher CASS-S score was also reported for the IGD group, suggesting that the IGD group showed higher ADHD symptoms compared to controls. Moreover, IAT and BAI (r52=.314, P=.02), IAT and CES-D (r52=−.274, P=.049), IAT-gaming and BAI (r52=.339, P=.01), and IAT-gaming and CES-D (r52=−.260, P=.06) were significantly correlated, indicating that the severity of anxiety and depression symptoms was significantly associated with IGD severity.

Table 1. Demographic and clinical characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>IGD group (n=23), mean (SD)</th>
<th>Control group, (n=29), mean (SD)</th>
<th>t testb</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>18.91 (3.87)</td>
<td>19.75 (3.87)</td>
<td>0.788</td>
<td>.44</td>
</tr>
<tr>
<td>IQ</td>
<td>113.6 (14.37)</td>
<td>117.6 (13.06)</td>
<td>0.038</td>
<td>.32</td>
</tr>
<tr>
<td>IATc</td>
<td>64.87 (15.53)</td>
<td>37.68 (11.58)</td>
<td>−6.998</td>
<td>.00</td>
</tr>
<tr>
<td>IAT-gaming</td>
<td>64.23 (15.09)</td>
<td>35.08 (12.76)</td>
<td>−8.940</td>
<td>.00</td>
</tr>
<tr>
<td>CES-Dd</td>
<td>14.83 (9.01)</td>
<td>10.83 (8.07)</td>
<td>−1.860</td>
<td>.07</td>
</tr>
<tr>
<td>BAIe</td>
<td>7.09 (7.39)</td>
<td>3.76 (4.05)</td>
<td>−2.068</td>
<td>.44</td>
</tr>
<tr>
<td>ADHDÃ score</td>
<td>26.61 (14.73)</td>
<td>16.17 (9.03)</td>
<td>−3.146</td>
<td>.003</td>
</tr>
<tr>
<td>PQg</td>
<td>122.87 (26.67)</td>
<td>133.10 (17.84)</td>
<td>1.654</td>
<td>.10</td>
</tr>
<tr>
<td>SSQh</td>
<td>24.35 (7.64)</td>
<td>25.28 (10.26)</td>
<td>0.361</td>
<td>.72</td>
</tr>
<tr>
<td>CSQi</td>
<td>11.65 (2.85)</td>
<td>13.31 (2.46)</td>
<td>2.246</td>
<td>.29</td>
</tr>
</tbody>
</table>

aIGD: internet gaming disorder.
bThe degrees of freedom for all t tests were 51.
cIAT: Internet Addiction Test.
dCES-D: Center for Epidemiological Studies Depression Scale.
eBAI: Beck Anxiety Inventory.
fADHD: Attention Deficit Hyperactivity Disorder.
gPQ: Presence Questionnaire.
hSSQ: Simulator Sickness Questionnaire.
iCSQ: Client Satisfaction Questionnaire.

Leisure Activity in VR Content and Symptoms of IGD

In Content 1, we tried to analyze the number and patterns of daily leisure activities in VR in the IGD and control groups. Our results showed that the IGD group had fewer activity domains than controls (t51=3.529, P<.001; Figure 2A). Interestingly, even in the VR content, there were significant differences in the percentage of digital or game activities (ratio of game or digital leisure activities to total selected activities) between the IGD group and controls (t51=−2.79, P=.007; Figures 2B and 2C). The IGD group preferred game or digital activities to other types of leisure activities more than controls did, and chosen activities were mostly in the mobile and computer category rather than being varied (Figure 2D).

In Content 2, correlation analysis showed that the number of alternative activities chosen by each participant was negatively correlated with both the IAT (r52=−.341, P=.01) and IAT-gaming (r52=−.280, P=.04) scores (Figure 3A). Additionally, the percentage of digital activities in VR was positively related to depression (r52=.416, P=.002) and anxiety (r52=.321, P=.02; Figure 3B), indicating that selected activity in VR can closely relate to psychiatric symptoms. Lastly, there was a positive relationship between the viability of alternative leisure activity participants selected in the VR environment and the amount of perceived satisfaction from that activity (r52=.748, P<.001).
Figure 2. Frequency of digital and game activities in the virtual reality environment in Content 1: (A) number of selected activity categories in level 1, (B) frequency of the selection of digital and gaming activities, (C) proportion of the selection of gaming activities, (D) percentage of nongaming and gaming activities in each group. IGD: internet gaming disorder.
Figure 3. Relationships between the Internet Addiction Test (IAT) gaming score and (A) number of leisure activities in the virtual reality (VR) environment and (B) IAT score as well as relationships between the percentage of digital activity in the VR environment and (C) depression and (D) anxiety. BAI: Beck Anxiety Inventory; CES-D: Center for Epidemiological Studies Depression Scale.

Speech Patterns About the Choice of Leisure Activities in VR

In Content 3, the independent t tests showed that users’ speech time and speech satisfaction were not significantly different between the IGD and control groups, but speech accordance in the IGD group was lower than in the control group ($t_{51}$=2.762, $P$=.008; Figure 4A). Additionally, speech accordance was negatively correlated with IAT ($r_{52}=-.375, P=.006$; Figure 4B) and IAT-gaming scores ($r_{52}=-.376, P=.006$; Figure 4C), but positively correlated with motivation ($r_{52}=.300, P=.03$; Figure 4D).

The average speech satisfaction score in VR was positively correlated with motivation ($r_{52}=.312, P=.02$) and perceived pleasure of the activity ($r_{52}=.31, P=.03$; Figures 5A and 5B). Speech satisfaction score was negatively associated with depression ($r_{52}=-.392, P=.004$) and frequency of digital activity in VR content ($r_{48}=.290, P=.04$; Figures 5C and 5D). Independent t tests reported no significant differences in PQ, SSQ, and CSQ scores between the 2 groups. This shows that both IGD and control groups had similar experience in terms of immersion, simulator sickness, and program usability.
Figure 4. (A) Comparison of the accordance of self-speech contents and opinion between the control and internet gaming disorder (IGD) groups and correlations between accordance of self-speech and opinion and (B) Internet Addiction Test (IAT) score, (C) IAT-gaming score, and (D) Free Time Motivation Scale (FTMS)-intrinsic motivation.

Figure 5. Correlation between speech satisfaction and (A) Free Time Motivation Scale (FTMS)-intrinsic motivation, (B) perceived pleasure, (C) depression, and (D) percentage of digital activities in virtual reality (VR). CES-D: Center for Epidemiological Studies Depression Scale.
Discussion

Our VR program aimed to help IGD patients to identify their game-related behavior patterns by simulating the daily situations where they can select leisure activities and manage risky situations that lead to gaming. We also found significant relationships between the behaviors of youth with IGD in VR and in daily life by presenting the significant relationships among leisure activity selection patterns, built-in response data obtained from the VR program, and IGD symptom severity, psychiatric comorbidity, and motivation of participants reported through relevant questionnaire data. With varied VR content, users were expected to autonomously engage in self-help training with enhanced accessibility and without face-to-face supervision from therapists.

Based on CBT and MET principles, our VR program was constructed in a way that participants could practice managing malcognition about internet gaming and foster motivation and self-determination skills in an immersive virtual environment. Users were encouraged to think reflectively about their previous gaming behaviors and irrational game-related cognition. For example, one of the representative maladaptive patterns for cognition of patients with IGD who had “excessive preoccupation with internet gaming” was revealed through their overuse of digital-related activities, even in VR. Also, the real-time visual feedback report of selected activities using pie charts (Figure 1C) was intended to help patients to recognize their maladaptive leisure time behavior patterns and can potentially be useful to establish objective behavioral evidence to assess their IGD symptoms.

Moreover, the users were encouraged to increase their motivation to change by being given the opportunities for their own choice and self-direction while choosing free-time activities in our VR program. For example, the users were allowed to add their own activities in the Add Activity menu. Also, the self-rating component of perceived viability and perceived satisfaction of selected activities made it possible for the users to evaluate their motivation and acknowledge their own feelings related to this motivation. In addition, through self-speech in our VR program, users were given chances to voluntarily develop reflective thought-processing skills by considering the pros and cons of internet gaming.

The data from our VR program can provide information about daily activity patterns of youths with IGD, as well as the relationship between user VR activities and IGD symptoms. This suggests that IGD symptoms can influence the users’ selection patterns for leisure activities and ability to discover alternative activities to gaming. The finding that the IGD group had fewer leisure activities and preferred game or digital activities to other types of activities, even in VR, may reflect the lack of interest or pool of leisure activities in youth with IGD beyond games [15,16]. This was consistent with previous studies reporting cognitive bias (eg, attention and approach) to addiction-related stimuli in addiction-prone individuals [52]. Similarly, patients with IGD are known to have a general preoccupation with internet gaming and overvaluation of game-related activities and reward [15,16,53]. Our result was consistent with motivation-focused models postulating that addiction may be a disorder of misdirected motivation, in which greater priority is given to addiction-related stimuli [15,16,18].

Additionally, there was a positive correlation between the viability of alternative leisure activities participants selected and the amount of perceived satisfaction of the activities or user’s motivation. This suggests that it is important to train youths with IGD to recognize and engage in various types of alternative activities, rather than indulging only in internet gaming, during their leisure time. Through our VR program, individuals with IGD may broaden their range of leisure activities by getting more exposure to new alternatives to replace internet gaming. This finding also shows the potential of our VR-based training to predict and prevent IGD-related symptoms, by providing the opportunity for people to observe their behavior patterns in VR and practice selecting alternative activities of their own choice.

For IGD treatment, VR therapy is efficacious in decreasing craving and severity of internet addiction [54,55]. However, unlike VR therapy for substance addictions or pathological gambling, few studies have formally examined the efficacy of VR therapy for IGD, and evidence-based treatment components have not been well-established [13,56]. To base our program on clinically proven evidence, our program tried to incorporate the treatment component of traditional CBT and MET models of addiction [14,57]. Furthermore, adopting the motivational aspect of addiction, our results, such as the positive correlation between speech satisfaction or accordance and users’ motivation, negative correlation between speech satisfaction and the percentage of digital activities in the VR content, the IAT and IAT-gaming scores, and depressive symptoms indicating the behavior pattern, speech satisfaction, and speech accordance measured in our VR program, may be useful to assess motivation, IGD symptom severity, and affective aspects of youth [58].

Regarding the results of the PQ, SSQ, and CSQ, the IGD and control groups had similar levels of satisfaction in terms of immersion, simulator sickness, and program usability.

Although our findings showed that our VR may predict IGD-related symptoms through VR-based user activities, this study had several limitations to consider. The small sample size, inclusion of only male participants, and relatively mild level of IGD severity among our participants limit the generalizability of our findings to female populations and those with severe symptoms. Also, participants of a diverse age range were recruited for this study. Children, adolescents, and young adults may have their own unique characteristics in gaming motivation and various leisure activities. Therefore, a detailed subgroup analysis regarding the difference between age groups is needed in future studies. Moreover, 3 patients with comorbid psychiatric disorders were included, for which the presence of a comorbid condition may be a confounding factor. However, the main findings of our study generally remained the same as those when including participants with comorbidities. Additionally, symptoms of IGD or other psychopathologies were measured by self-report instruments, and objective behavioral observation of users or reports from caregivers are required. Also, the
FTMS-A, originally developed for the adolescent population, was used for adult participants for the ease of comparison between adolescent and young adult groups; however, the use of a motivation scale for the adult population is still needed. Moreover, the measured variables of self-speech were limited to speech time or users’ subjective self-rated variables. For deeper qualitative analysis, meaning-based speech content analysis is required. Furthermore, with the current technical limitations, previously reported simulator sickness [50,59-61] made it difficult for people to experience VR content that exploit user motion or the implementation of a moving environment in VR. In addition, the avatar cannot give any verbal or nonverbal feedback to the users or afford any other form of interactivity; thus, our program was limited in terms of responsiveness and realism in the virtual interaction landscape. With future technical advancement in motion capture, face capture, speech recognition, and acoustic, meaning-based speech analysis, inputs from VR systems will be fed into an artificial intelligence model that can determine the user’s goals and provide appropriate outputs that can be translated into speech and gestures of avatars. Also, some discrepancy may exist between leisure activities chosen in the VR and those in real life, as shown by the low speech accordance rate in IGD participants. Although our experiment was conducted in a controlled hospital setting with assistance from experimenters, further research is needed in the home environment using mobile or wearable devices to investigate the potential of our program as a standalone self-help therapy tool. Additionally, the role of gaming motivation as a mediating factor in the development of IGD was not fully explored in this study. It would be informative to investigate whether different motivations for playing internet games mediate or moderate the relationship between anxiety or depressive symptoms and IGD severity. Lastly, our preliminary study design did not allow for validation of our program to reduce IGD symptoms or related outcomes, such as the time spent on gaming or depressive symptoms, and various reliability measures, such as test-retest reliability, were also not measured. In future studies, different types of validity testing should be conducted with larger sample sizes to validate the clinical usefulness of our program.

Our results showed significant correlations between behaviors of adolescent and young adults with IGD in VR and in daily life, in terms of the selection and verbalization of their leisure activities and related cognition. If a database is accumulated for more precise speech content analysis with a larger sample size, this system can potentially serve as a useful tool for researchers to understand IGD more deeply and also have a considerable impact on designing interaction and interface in VR content for patients with IGD.

Acknowledgments
This work was supported by the Brain Research Program through the National Research Foundation of Korea, funded by the Ministry of Science, ICT & Future Planning (NRF-2015M3C7A1065053).

Conflicts of Interest
None declared.

Multimedia Appendix 1
Virtual reality system and experimental environment.
[PNG File, 419 KB - games_v8i4e18473_app1.png]

Multimedia Appendix 2
Leisure activities in each room in Contents 1 and 2.
[DOCX File, 13 KB - games_v8i4e18473_app2.docx]

Multimedia Appendix 3
Screenshots for Content 2: (A) friend avatar's opinion; (B) self-speech; (C) self-report on accordance between speech and their opinion.
[PNG File, 309 KB - games_v8i4e18473_app3.png]

Multimedia Appendix 4
Script of Content 3a based on 3 gaming motivations.
[DOCX File, 14 KB - games_v8i4e18473_app4.docx]

References


Abbreviations
ADHD: Attention Deficit Hyperactivity Disorder
BAI: Beck Anxiety Inventory
CASS-S: Conners-Wells’ Adolescent Self-Report Scale
CBT: cognitive behavioral therapy
CES-D: Center for Epidemiological Studies Depression Scale
CSQ: Client Satisfaction Questionnaire
DSM-5: Diagnostic and Statistical Manual of Mental Disorders, 5th edition
FTMS-A: Free Time Motivation Scale for Adolescents
IAT: Internet Addiction Test
IGD: internet gaming disorder
MET: motivational enhancement therapy
MINI-KID: Mini-International Neuropsychiatric Interview for Children and Adolescents
PQ: presence questionnaire
SSQ: Simulator Sickness Questionnaire
VAS: visual analog scale
VR: virtual reality
A Cognitive-Based Board Game With Augmented Reality for Older Adults: Development and Usability Study

Yen-Fu Chen¹, PhD; Sylvia Janicki¹, MLA, MUP
Department of Media Design, Tatung University, Taipei, Taiwan

Corresponding Author:
Yen-Fu Chen, PhD
Department of Media Design
Tatung University
40, Sec 3, Zhongshan N Rd
Taipei, 104
Taiwan
Phone: 886 221822928 ext 6732
Email: yfchen@gm.ttu.edu.tw

Abstract

Background: Older adults in Taiwan are advised to adopt regular physical and social activities for the maintenance of their cognitive and physical health. Games offer a means of engaging older individuals in these activities. For this study, a collaborative cognitive-based board game, Nostalgic Seekers, was designed and developed with augmented reality technology to support cognitive engagement in older adults.

Objective: A user study of the board game was conducted to understand how the game facilitates communication, problem solving, and emotional response in older players and whether augmented reality is a suitable technology in game design for these players.

Methods: A total of 23 participants aged 50 to 59 years were recruited to play and evaluate the game. In each session, participants’ interactions were observed and recorded, then analyzed through Bales’ interaction process analysis. Following each session, participants were interviewed to provide feedback on their experience.

Results: The quantitative analysis results showed that the participants engaged in task-oriented communication more frequently than social-emotional communication during the game. In particular, there was a high number of answers relative to questions. The analysis also showed a significant positive correlation between task-oriented acts and the game score. Qualitative analysis indicated that participants found the experience of playing the game enjoyable, nostalgic objects triggered positive emotional responses, and augmented reality technology was widely accepted by participants and provided effective engagement in the game.

Conclusions: Nostalgic Seekers provided cognitive exercise and social engagement to players and demonstrated the positive potential of integrating augmented reality technology into cognitive-based games for older adults. Future game designs could explore strategies for regular and continuous engagement.

(JMIR Serious Games 2020;8(4):e22007) doi:10.2196/22007
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Introduction

Background
The growing older population has become a major source of concern in the past decade due to the demographic transition occurring in many developed countries [1]. One of the Sustainable Development Goals (SDGs) listed by the United Nations is to ensure healthy lives and promote well-being for all ages [2]. To support healthy aging and well-being, a variety of factors should be considered, for example, preventing injury or illness, maintaining physical and cognitive function, retaining intimate human relationships, and actively participating in social activities [3]. Studies have shown that the cognitive health of older populations is related to their performance in daily activities and that the presence of cognitive impairments strongly impacts older individuals’ level of independence [4-6]. Thus, it is important to assist older adults in maintaining their cognitive...
health in order to support their ability to perform daily activities and live independently. Taiwan is one of the fastest-aging societies in the world [1]. The Taiwanese government has undertaken measures to address issues relating to the growing older population. Some public policies that support older persons in Taiwan focus on the development of a society for active aging [7]. These policies suggest that Taiwanese older adults adopt regular physical and social activities for the maintenance of their cognition and health. However, active and continuous engagement in physical and social activities can be challenging for older adults.

Games may offer a means of engaging older persons in regular health-promoting social and physical activities because they can also provide a source of entertainment and engagement. Studies have shown that gaming can produce general cognitive and perceptual improvements, making games a promising approach to preventing or slowing down cognitive decline [8-11]. In recent years, different types of games have been used to investigate the effects of game play on the cognition of older populations [12-14]. These studies have demonstrated that games have the potential to serve as effective cognitive training tools that can benefit cognitive and perceptual abilities in older adults. With growing technological development, digital games could also be easily incorporated as a daily activity for older players. Recent reports from the United States and the United Kingdom have shown that the number of older players playing digital games is on the rise [15,16].

As older populations continue to grow, older players could potentially become a very large customer base in the gaming market. However, the older population has not typically been targeted as an audience in the design of digital games [17]. Currently, digital games are mainly designed for adolescents and young adults and do not consider the physical limitations or psychological preferences of older people. As a result, many digital games are unenjoyable or unsuitable for older adults because design considerations ignore the needs of older populations. For example, the size of the objects on the screen may be too small or the movements and reactions required of the user may be too rapid [18]. Nevertheless, there have been some studies that have investigated digital game preferences of older adults. For example, older adults dislike violence in digital games [15] and prefer intellectually stimulating games, such as puzzle games [19]. Games and game system designs that ignore the needs of older gamers may exclude a large number of potential players [20]. Therefore, it is important for game designers and developers to understand the capabilities, limitations, and interests of older gamers.

In addition to understanding older adults’ limitations and preferences in games, an equally important aspect of developing digital games for them is understanding their acceptance of new technology in games and their willingness to learn a new form of technology to play games. The technology of mobile devices (such as smartphones and tablets) is well established, commonly used, and affordable for the general public. Mobile devices seem to be readily adopted by older adults in their daily lives [21]. Digital technology, such as augmented reality (AR), has been widely applied to mobile devices, and its applications are on the rise [22]. AR integrates virtual information with information in the physical environment [23]. Like digital games, AR is usually associated with younger user groups, and older adults are often excluded in the development of AR technology. However, AR applications have the potential to improve older adults’ social relationships, overall well-being, and quality of life and to support their independence [23,24]. Studies show that even though interacting with digital technology may present unique challenges to older users [25], employing new technology in games can enhance older players’ immersion and flow [26]. As such, mobile devices with AR technology used for gaming should offer older adults a new and enhanced gaming experience. However, there have been limited studies examining the effects of AR technology in gaming for older players.

For this study, we designed, built, and evaluated a cognitive-based cooperative board game that integrates AR technology and targets Taiwanese older players. We examined how the game facilitates communication and evokes emotional responses and how players responded to the use of new technology in the game. We studied Taiwanese individuals aged 50 to 59 years, as they represent the next generation of older adults in Taiwan and because of their familiarity with mobile devices in daily life [21]. The content of the AR game was developed to reflect Taiwanese culture and history.

**Literature Review**

**Cognitive Health Games**

Cognitive performance in working memory, executive function, semantic memory, and logical reasoning could be enhanced by playing games [27,28]. Serious games are games designed to achieve purposes beyond entertainment [29]. They are designed to be used as an educational tool to inform or as a training tool to encourage behavioral changes. Cognitive health games are a form of serious games that support cognitive function by integrating tasks that may help to prevent or slow down cognitive decline and providing players with information relevant to maintaining cognitive health [8,9]. In general, cognitive health games have three main purposes: (1) a preventative purpose intended for healthy players to prevent cognitive decline, (2) a therapeutic purpose intended for cognitively impaired players to maintain mental activity and slow down cognitive decline, and (3) an informational purpose intended to provide the player with formal or informal cognitive assessments and educate the player about different cognitive disorders [30]. Cognitive health games include cognitive training games, which aim to improve a player’s cognitive abilities through cognitive tasks, and cognitive screening games, which are used to assess the player’s performance in cognitive tasks [31].

Though digital games are becoming more prolific, studies seem to suggest that board games can attain emotional satisfaction more effectively. Using Norman’s 3 emotional design levels—the visceral level, behavioral level, and reflective level—as a measure [32], a study comparing video games to board games found that the satisfaction levels declined on all 3 levels for study participants when playing digital games [33]. Another study found that older populations specifically are less drawn to video games than young adults and are more inclined to play board games [26]. The physical appearance and...
tangibility of board games may make them more legible and memorable to players and reduce errors in operation. Players can experience intimacy, vivid imagery, sympathetic responses, and social satisfaction while playing board games with others in person [33]. Because of the face-to-face interaction during play, board games give players more social connection and social exchange than virtual or digital games. This may explain why playing board games not only decreases cognitive decline in older adults but reduces the rate of depression as well [34]. Because of these advantages, board games appear to be an appropriate means to support cognitive health in older populations. As such, our study focuses on the development of a cognitive-based board game for older adults for cognitive training.

**Nostalgia as the Cognitive Element of Older Adults’ Gameplay**

Cognitive responses are commonly shown to be affected by feelings of nostalgia [35,36]. Nostalgia refers to a general liking or favorable affect toward objects or events of the past [36]. It differs from memory in that memory refers to the ability to remember information, experiences, and people, whereas nostalgia consists of remembering and reflecting [37], which includes emotional reactions that can be positive (ie, warmth, tenderness, joy, elation) or negative (ie, loss, fear, sadness) [38].

Although nostalgia can be triggered by negative emotions such as loneliness and depression [37], it typically serves as a repository of positive affect [39] and has also been characterized as a joyous experience that provide “a feeling of elation” [40]. Nostalgia may provide a positive view of the past that can help increase players’ feelings of social connectedness and enhance meaning in their lives [41]. For populations especially vulnerable to social isolation, such as first-year boarding students, immigrants, and older adults, experiencing feelings of nostalgia may help overcome feelings of loneliness [42]. In general, there are two different types of nostalgic reactions: personal and historical nostalgia [43]. Personal nostalgia refers to reactions generated from a memory of one’s past (“the way I was”), whereas historical nostalgic reactions are related to a general period of time in history that could include a time before one was born (also known as historical or communal nostalgia, or “the way it was”) [43,44]. The occurrence of nostalgia appears to vary with age: nostalgia levels tend to be higher among young adults, then drop in middle age and rise again during old age [45]. In general, nostalgia is set off by two types of triggers. One type occurs internally and usually arises from feelings of psychological distress, such as loneliness [39], meaninglessness [46], and boredom [47]. When people have negative feelings, they may turn their thoughts toward the past to deal with their current discomfort. Another type of trigger occurs externally through sensory stimuli in one’s environment that reminds an individual of their past, such as smells [48], tastes [49], the sight of different objects (often childhood related) [50], and music [51].

For this study, we incorporated imagery of nostalgic objects into the visual materials of the game to evoke memories of players’ childhoods that might lead to positive emotions and stimulate cognitive response in participants. Nostalgic objects were selected to be external visual triggers to elicit both a historic nostalgic reaction, in which participants are reminded of a time period in the past that they lived through, and a personal nostalgic reaction, in which the objects might also remind participants of their own stories from childhood. The details of the selection of nostalgic objects for the game is discussed in a later section.

**AR Technology for Older Adults**

Although AR has existed for about three decades, AR systems have only become affordable and available to the general public because of the recent proliferation of mobile devices [52]. AR is defined as a system or visualization technique that fulfills three main criteria: (1) a combination of real and virtual worlds, (2) real-time interaction, and (3) a virtual registration of virtual and real objects [53]. AR differs from virtual reality (VR) in that VR allows the user to be completely immersed inside an artificial environment, whereas AR is a real-time technology, whereby a physical environment is augmented by adding or embedding virtual information [54]. It allows for a form of information presentation that can more efficiently convey abstract concepts and in turn help improve the spatial and cognitive abilities of its users [55].

Most applications with AR are available using mobile devices that have built-in cameras, GPS sensors, and internet access to embed real-world environments with dynamic, context-aware, and interactive digital content. Currently, 2 forms of AR are available to app developers: vision-based and location-aware AR [56]. Vision-based AR shows the digital content on the screen of mobile devices when users point the built-in camera at an object, such as a two-dimensional (2D) graphic or quick response code. Location-aware AR shows the digital content on the screen when users move through a physical area with the GPS-enabled mobile device. Many studies in the areas of gerontology and human-computer interaction have focused on the use of AR technology to support aging-related needs. For example, Korn et al [57] developed a system combining AR and gamification to support older adults’ rehabilitation activities. Kim and Dey [58] developed an AR navigation display system on vehicle windshields to assist older drivers, showing a significant reduction in the number of navigational errors made by users. These studies suggest that AR technology can be a supportive tool to respond to age-related changes in cognitive and physical abilities when designing for older populations. In recent years, AR technology has been applied to the design of various board games to enhance players’ gaming experiences [59,60]. Boletsis and McCallum [61] developed the cognitive augmented reality cube system, which is a collection of Ar-based mini-games combining AR and physical objects that is designed to prevent cognitive decline in older players through frequent play. Their research has shown that integrating AR technology into games can enhance engagement for older adults [61].

In this study, we integrated vision-based AR technology into the design of a cognitive-based collaborative board game to explore how older adults react to the use of AR technology in games and examine whether AR technology can enhance their gaming experience.
The Design of a Cognitive-Based Board Game With AR

In response to the rapidly growing older population in Taiwan and the rising need to promote active aging and cognitive health in older populations, we designed Nostalgic Seekers, a cognitive-based collaborative board game that integrates AR technology and targets Taiwanese players aged 50 and older. The game consists of physical puzzle pieces designed to be assembled on a table and vision-based AR technology that responds to combinations of puzzle pieces that form specific 2D graphics. An AR app was developed for the game so players could point the built-in camera of their mobile device at a 2D graphic of the board game to conjure a digital 3D model. These 3D AR models take the form of various objects from a period that the targeted players might associate with their childhood. The game is designed to be a cognitive training tool for older adults. Following its design and development, we conducted a user test to examine the cognitive effects of the game, presented in the “Methods” section. With the development of this game, we wanted to examine if a board game integrating AR technology was an appropriate tool to engage older Taiwanese adults and how our game supports the cognitive health of this population.

The Selection of Nostalgic Objects for the Board Game

Nostalgic Seekers was designed for Taiwanese individuals aged 50 to 59, considered the next generation of Taiwanese older adults. To elicit feelings of nostalgia in these players, the AR-projected artifacts in the game resemble various products from the 1960s, 1970s, and 1980s, covering the period that represents the childhood of our target players. These 3 decades also represent an era that brought about rapid industrialization and economic growth in Taiwan. During this time, many national development projects were proposed and undertaken. With prolific government planning efforts and the rise of universal education, Taiwan made huge advances in industry and agriculture and raised living standards substantially [62]. Taiwanese people began to experience the convenience of modern technology as families started to buy and use diverse industrialized products, including home electronic products and private vehicles. This era marked a rapid change in the lifestyles of Taiwanese people, representing a critical period in Taiwanese modern history that is referred to as the “Taiwan Economic Miracle” [62]. As a result, many products from the 1960s, 1970s, and 1980s remain memorable and iconic of a unique time for participants to have specific associations with them and consider them nostalgic objects.

A total of 30 participants aged 50 to 59 (10 men and 20 women) were recruited to take part in the initial questionnaire and interviews for the selection of nostalgic objects. The questionnaire was conducted electronically, and images were shown to participants on a screen. In the questionnaire, 93 images of products from the 1960s, 1970s, and 1980s were presented, including home electronic products, vehicles, toys, furniture, accessories, and daily use products. Participants were asked to observe the image, then rate their familiarity with the object on a Likert scale from 1 to 7 (1=strongly disagree; 2=disagree; 3=slightly disagree; 4=neutral; 5=slightly agree; 6=agree; 7=strongly agree). Each participant was given 15 minutes to fill out the questionnaire. After completing the questionnaire, a brief interview was conducted with each participant in which participants provided their thoughts on the objects. Each individual interview lasted 25 to 30 minutes. Interviews were recorded with a voice recorder with participants’ consent.

Average scores for each object were calculated following the questionnaire. Scores ranged from 4.50 to 6.63, with a mean score of 5.83. Moreover, the interviews revealed the different emotional reactions participants had to the various objects. Images of toys reminded participants of sentimental memories from childhood, bringing some participants back to the good times they shared with their childhood friends. For example, one male participant said:

Seeing these toys gives me the feeling of joy. They remind me of the fun times I had with my old friends. I was so happy.

Another participant said:

When I see these toys, I feel like I am back in my childhood and playing with other children.

Images of toys reminded participants of carefree memories of their childhood playing with others and brought a positive feeling of nostalgia. In addition, images of daily use products, such as toiletries, kitchenware, and cleaning products, though seemingly mundane, reminded participants of the details in their everyday lives, bringing them back to a time in their past. As one participant stated:

I still remember the smell of Ming Sing Floral Water because my family always used it in the morning. It reminds me of the wonderful time I had with my mom and sisters.

Another participant said:

These daily use products were seen in every family 30 years ago. They were cheap but useful.

These daily necessities represent different facets of people’s lives during the 1960s, 1970s, and 1980s, eliciting nostalgic feelings in participants. Other objects, such as home electronic products, vehicles, furniture, and accessories, also evoked memories in participants. However, they had to be especially iconic and representative of the time for participants to have specific associations with them and consider them nostalgic objects.

Based on this investigation, the following 10 objects were selected for the board game: a traditional Taiwanese perfume, Ming Sing Floral Water (average score of 6.63); a peaked cap (average score of 6.56); a toy figurine of Tatung Boy (average score of 6.50); a spinning top (average score of 6.46); a...
bamboo-copter (average score of 6.43); a rotary phone (average score of 6.40); an Asian conical hat (average score of 6.40); school desks and chairs (average score of 6.40); and a Japanese candy, Konpetio (average score of 6.40). The 10 selected objects were modeled in Autodesk Maya (Autodesk Inc), a 3D modeling software, and incorporated into the game as the AR images. Using the shape, form, and color of each nostalgic object as guidelines, a 2D pixel art graphic was created to represent each of the 10 objects in an abstracted form. Collectively, these 2D graphics became the puzzle pieces in the game. Each completed 2D graphic represents a 2D target for the vision-based AR in the game. Figure 1 shows the graphics of the 2D pixel art and the 3D models of the 10 objects.

**Figure 1.** The graphics in pixel art and the 3D models of the 10 objects in Nostalgic Seekers. 2D: two-dimensional; 3D: three-dimensional.

<table>
<thead>
<tr>
<th>Item</th>
<th>2D graphic</th>
<th>3D model</th>
<th>Item</th>
<th>2D graphic</th>
<th>3D model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional Taiwanese perfume</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td>Bamboo-copter</td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td>Peaked cap</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
<td>Rotary payphone</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
<tr>
<td>Automatic cooker and steamer</td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
<td>Asian conical hat</td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>Toy figurine of Tatung Boy</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td>School desks and chair</td>
<td><img src="image15.png" alt="Image" /></td>
<td><img src="image16.png" alt="Image" /></td>
</tr>
<tr>
<td>Spinning top</td>
<td><img src="image17.png" alt="Image" /></td>
<td><img src="image18.png" alt="Image" /></td>
<td>Japanese candy, Konpetio</td>
<td><img src="image19.png" alt="Image" /></td>
<td><img src="image20.png" alt="Image" /></td>
</tr>
</tbody>
</table>

**The Rules of the Board Game**

Nostalgic Seekers was designed to be a collaborative puzzle game for 4 to 5 players. The components of the game include 5 player tokens, 1 base tile, and 60 puzzle tiles. As shown in Figure 2, these 60 puzzle tiles come in 4 different shapes: the small square tile, the rectangle tile, the L-shaped tile, and the large square tile. Each puzzle tile includes part of the 2D pixel graphic for one or more of the nostalgic objects, so the players have to put the puzzle tiles together to construct the complete 2D pixel image of a nostalgic object (Figure 3).
Each player has one player token representing a treasure seeker looking for nostalgic artifacts in the game. The player tokens are placed on top of the base tile, which sits at the center of the play area. The puzzle tiles are placed in piles at the edge of the play area away from the base tile. Puzzle tiles of the same shape should be put in respective piles. For each turn, a player can perform 2 of the following 4 actions: (1) move the player token by 1 position, (2) pick 1 puzzle tile from one of the 4 piles and put the puzzle tile next to the tile that has the player token, (3) move a puzzle tile in the play area to complete the pattern, and (4) inspect a completed pattern of the puzzle tiles via a mobile device, such as a mobile phone or tablet, using the associated app.

After a player has taken 2 actions in their turn, the next player goes. During the game, players have to put the tiles together, then inspect the combined tiles via the AR technology app with a mobile device, such as a mobile phone or tablet. If the tiles are assembled correctly and form the accurate 2D pixel art, a 3D object will appear on the screen along with the game score (Figure 4). Players can discuss strategies and moves with each other during the game, but only 1 player can take an action at one time. Players have 20 minutes to complete the game.
Methods

To evaluate Nostalgic Seekers, 23 of the original participants who gave feedback on the nostalgic objects volunteered to participate. A total of 13 women and 10 men aged 50 to 59 years participated in the evaluation workshops. In consideration of participants’ variable availability, 7 game-testing workshops were arranged on different dates, and each workshop had 4 participants (Figure 5). To keep the number of participants in each workshop the same, 5 participants were invited to participate in 2 different workshops. However, they did not play with any other participant twice. Each workshop lasted 1 hour, including 30 minutes for playing the game. This study was approved by the research ethics committee. We obtained written permission to use images of individuals included in this paper.

At the beginning of the game-testing workshops, the research team explained the rules of Nostalgic Seekers in detail to the participants. Two digital cameras and one sound recorder were set up in each workshop to record the participants’ interactions during the game. After the game ended, each participant gave their feedback on the game through structured interviews, which were recorded with a voice recorder.

Observing players’ interactions with each other in the game play is a useful approach to evaluating the game design because players engage in both verbal and nonverbal communication. Bales’ interaction process analysis (IPA) is a method for the analysis of communication processes among small groups [63]. IPA consists of 12 complementary paired process categories for communication acts [63,64]. These 12 process categories are further subdivided into 4 major functions: social-emotional acts for positive reaction, social-emotional acts for negative reaction, task-oriented acts for questions, and task-oriented acts for attempted answers. Table 1 shows the system of process categories in the IPA.
Table 1. System of process categories in the interaction process analysis.

<table>
<thead>
<tr>
<th>Function and process categories</th>
<th>Paired processes and central problems addressed</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social-emotional: positive reaction</strong></td>
<td></td>
</tr>
<tr>
<td>1. Shows solidarity, raises other's status, gives help, rewards</td>
<td>1 &amp; 12; integration</td>
</tr>
<tr>
<td>2. Shows tension release, jokes, laughs, shows satisfaction</td>
<td>2 &amp; 11; tension management</td>
</tr>
<tr>
<td>3. Agrees, shows passive acceptance, understands, concurs, complies</td>
<td>3 &amp; 10; decision</td>
</tr>
<tr>
<td><strong>Task area: attempted answers</strong></td>
<td></td>
</tr>
<tr>
<td>4. Gives suggestion or direction, implying autonomy for other</td>
<td>4 &amp; 9; control</td>
</tr>
<tr>
<td>5. Gives opinion, evaluation, or analysis, expresses feeling or wish</td>
<td>5 &amp; 8; evaluation</td>
</tr>
<tr>
<td>6. Gives orientation or information, repeats, clarifies, confirms</td>
<td>6 &amp; 7; orientation</td>
</tr>
<tr>
<td><strong>Task area: questions</strong></td>
<td></td>
</tr>
<tr>
<td>7. Asks for orientation, information repetition, or confirmation</td>
<td>7 &amp; 6; orientation</td>
</tr>
<tr>
<td>8. Asks for opinion, evaluation, analysis, or expression of feeling</td>
<td>8 &amp; 5; evaluation</td>
</tr>
<tr>
<td>9. Asks for suggestion, direction, or possible action</td>
<td>9 &amp; 4; control</td>
</tr>
<tr>
<td><strong>Social-emotional: negative reaction</strong></td>
<td></td>
</tr>
<tr>
<td>10. Disagrees, shows passive rejection or formality, withholds help</td>
<td>10 &amp; 3; decision</td>
</tr>
<tr>
<td>11. Shows tension, asks for help, withdraws out of field</td>
<td>11 &amp; 2; tension management</td>
</tr>
<tr>
<td>12. Shows antagonism, deflates other's status or defends or asserts self</td>
<td>12 &amp; 1; integration</td>
</tr>
</tbody>
</table>

A total of 6 of the 12 process categories are related to social-emotional acts, with 3 positive and 3 negative types of expressions representing sociability and affect. Positive social-emotional content expresses solidarity or friendliness (category 1), tension relief or dramatizing (category 2), or agreement and understanding (category 3). Negative social-emotional content shows disagreement and passive rejection (category 10), tension (category 11), and antagonism (category 12). Categories 1 and 12 are related to issues of integration. Categories 2 and 11 are related to issues of tension management. Categories 3 and 10 are related to issues of decision making.

The other 6 process categories are task-oriented acts, including the exchange of questions and responses to complete a task. The 3 types of questions in task-oriented acts are asking for task information or orientation (category 7), asking for an opinion (category 8), and asking for a suggestion (category 9). The 3 types of answers in task-oriented acts are giving a suggestion or command (category 4), giving an opinion (category 5), and giving task information or orientation (category 6). Categories
4 and 9 relate to problems of control. Categories 5 and 8 relate to problems of evaluation. Categories 6 and 7 relate to problems of orientation. The IPA uses a single act as the unit for coding and analysis. An act is a single sentence or its equivalent, such as nonverbal communication or an exchange that may be understood by other members.

Sometimes participants’ verbal communication was also accompanied by nonverbal behavior. To avoid coding the same acts twice, when both verbal and nonverbal communication occurred, the coding only counted verbal communication. Two coders were trained in accordance with the IPA coding scheme. Cohen κ was used to assess the interrater reliability for the agreement between the 2 coders. The Cohen κ values were greater than 7 for all 7 workshops and thus satisfactory in all instances. Specifically, the kappa index (κ) for each workshop, in order of the workshop, was 0.76, 0.86, 0.81, 0.88, 0.83, 0.79, and 0.89.

Table 2. The observed frequencies of participants’ communication acts in the game-testing workshops.

<table>
<thead>
<tr>
<th>Game test workshop</th>
<th>Social-emotional acts</th>
<th>Task-oriented acts</th>
<th>Game score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
<td>Negative</td>
<td>Questions</td>
</tr>
<tr>
<td>1st</td>
<td>20</td>
<td>27</td>
<td>165</td>
</tr>
<tr>
<td>2nd</td>
<td>12</td>
<td>15</td>
<td>78</td>
</tr>
<tr>
<td>3rd</td>
<td>10</td>
<td>2</td>
<td>139</td>
</tr>
<tr>
<td>4th</td>
<td>27</td>
<td>4</td>
<td>75</td>
</tr>
<tr>
<td>5th</td>
<td>42</td>
<td>4</td>
<td>208</td>
</tr>
<tr>
<td>6th</td>
<td>33</td>
<td>9</td>
<td>293</td>
</tr>
<tr>
<td>7th</td>
<td>60</td>
<td>10</td>
<td>254</td>
</tr>
</tbody>
</table>

Participants’ social-emotional acts and task-oriented acts were analyzed with a chi-square goodness-of-fit test to assess the interpersonal interaction during the game test. The value ($\chi^2 = 7.81; \alpha = 0.05$) on the chi-square distribution table indicated that when a chi-square value was greater than 7.81, there was a statistically significant difference in the data. The chi-square tests testing the observed frequencies of participants’ social-emotional acts and task-oriented acts achieved statistical significance in all workshops (first workshop: $\chi^2 = 162.65 > 7.81$; second workshop: $\chi^2 = 77.5 > 7.81$; third workshop: $\chi^2 = 223.98 > 7.81$; fourth workshop: $\chi^2 = 81.52 > 7.81$; fifth workshop: $\chi^2 = 270.7 > 7.81$; sixth workshop: $\chi^2 = 428.93 > 7.81$; seventh workshop: $\chi^2 = 286.6 > 7.81$).

These results indicate that participants performed task-oriented acts much more frequently than social-emotional acts when playing the game. For the frequency of participants’ task-oriented acts, the frequency of attempted answers was more than 2 times greater than the frequency of questions in each workshop.

Structured interviews were conducted with each participant following each game and recorded with a voice recorder. Participants were asked to answer questions related to their experience of the puzzle game, specifically how they felt about the design and goals of the board game, the process of collaborative problem solving, the use of AR technology, and their reactions to the nostalgic objects.

Results

Participants’ Communication Acts

After the coding was complete, a total of 2021 communication acts were recorded from these 7 workshops: 278 total communication acts were observed in the first workshop, 144 in the second workshop, 213 in the third workshop, 132 in the fourth workshop, 349 in the fifth workshop, 465 in the sixth workshop, and 431 in the seventh workshop. Table 2 shows the observed frequencies of participants’ communication acts in these 7 game-testing workshops.

The analysis results shown in Table 3 indicate that the frequency of task-oriented acts, namely the communication acts of questions ($R^2 = 0.834; F_1 = 25.184$) and attempted answers ($R^2 = 0.870; F_1 = 33.535$), significantly predicted the game score, with greater frequencies of each correlating with higher scores. However, social-emotional acts of positive reactions ($R^2 = 0.303; F_1 = 2.172$) and negative reactions ($R^2 = 0.000; F_1 = 0.002$) did not correlate to the game score. Communication acts of questions accounted for 83% and attempted answers accounted for 87% of the total variance in the game score, showing that there was a significant relationship between the game score and participants’ task-oriented acts. This suggests that the game encourages participant discussion and cooperation for problem solving, providing participants a chance to practice their cognitive skills. In particular, the high number of answers relative to questions signals that participants were collaborating to find solutions together. Specifically, in the game-testing workshops, we saw participants not only communicating to solve the puzzle together but also collaborating to figure out the use of the AR technology.
On the other hand, for participants’ social-emotional acts, the relative frequencies of negative acts and positive acts varied. In the first and second game-testing workshops, the number of negative acts exceeded positive ones. However, in the remaining workshops, the frequency of positive acts was substantially higher than the frequency of negative acts. In total, across all workshops, the number of positive acts accounted for almost triple the number negative acts. The low number of social-emotional acts, particularly negative ones, signals that the collaborative problem-solving process in the game, including learning a new technology, was largely a rational process and did not trigger many negative emotions or frustrations in participants.

Participants’ Feedback on the Game

Following the game in each workshop, participants were asked to provide feedback on the process and experience of playing Nostalgic Seekers through structured interviews. The participant interviews were recorded with a voice recorder and transcribed, then analyzed with deductive analysis to examine the participants’ reactions to the puzzle game and collaborative process, their acceptance of AR technology, and their reactions to the theme of nostalgia.

Overall, participants expressed positive experiences with the game. They enjoyed playing the game (16/23, 70%), found the game design intuitive (20/23, 87%), and felt positively about the collaborative process (16/23, 70%). Over half of the participants were especially intrigued by the use of AR technology (12/23, 52%). One female participant said:

> The goal of this game is easy to understand. It’s a collaborative puzzle game for us, and we need to discuss. I think the experience of gameplay is great because it encourages us to talk. It also reminds me that we are a team… I was surprised by the use of AR technology in the game. It is stunning because AR is the main part of this game. We may be aware of something on the tiles, but we still have no idea what it is without AR.

This shows that the discussions and communication that occurred in the game through the collaborative game-playing process can have a positive social impact and that the AR component added an element of excitement and engagement that was attractive to participants. Another male participant stated:

> For me, AR technology is a new technology that I am interested in… Even though this game is a board game, it cannot be played without AR. This game gave me a good experience with AR and makes me want to try other applications on mobile devices with AR technology!

Participants’ feedback revealed that, overall, they not only were willing to learn AR and accepting of the technology but also seemed excited and fascinated by the AR component in the game.

Additionally, participants also described some of the challenges in playing Nostalgic Seekers that were overcome through the collaborative process. In the game, participants had to put puzzle tiles together to construct different graphics of nostalgic objects in pixel art form before they could inspect the graphics via the AR technology with their mobile devices. Although participants were given reference graphics for the different images they were asked to construct, identifying the graphics on the puzzle tiles and assembling them was challenging for some participants. One female participant shared her experience with the pixel art graphics:

> These graphics were not easy to identify, even though I knew these graphics were the abstracted form of some artifacts that I should be familiar with. We spent a lot of time putting the right tiles together… It was a big challenge in the game for us.

The level of difficulty in assembling the puzzle required participants to discuss, collaborate, and use trial and error to problem solve, which was the intention of the game. The same participant continued to say:

> But when we inspected the graphics via mobile phone and got a 3D object on the screen and scored one point, I can’t describe the feeling…a sense of achievement! I am so proud of my team.

This participant reveals that even though constructing the puzzle was challenging and time-consuming, the difficulty made the accomplishment more rewarding. Another female participant described a similar experience:

> It seems the graphics in pixel art should not be difficult to recognize, but it was difficult to put these tiles together correctly. The color, the shape… both were challenging for us. However, I got the sense of achievement when we got the 3D object on the screen… it was worth the effort.

Putting the pixel graphics together correctly with the puzzle tiles is central to the game mechanics, and it is the main

<table>
<thead>
<tr>
<th>Dependent variable and independent variables</th>
<th>$R$</th>
<th>$R^2$</th>
<th>$\beta$</th>
<th>$t$ test (df)</th>
<th>$F$ test (df)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Game score&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive reactions</td>
<td>0.550</td>
<td>0.303</td>
<td>0.039</td>
<td>1.474 (1)</td>
<td>2.172 (1)</td>
<td>.20</td>
</tr>
<tr>
<td>Negative reactions</td>
<td>0.020</td>
<td>0.000</td>
<td>0.003</td>
<td>0.044 (1)</td>
<td>0.002 (1)</td>
<td>.97</td>
</tr>
<tr>
<td>Questions</td>
<td>0.913</td>
<td>0.834</td>
<td>0.031</td>
<td>5.018 (1)</td>
<td>25.184 (1)</td>
<td>.004</td>
</tr>
<tr>
<td>Attempted answers</td>
<td>0.932</td>
<td>0.870</td>
<td>0.012</td>
<td>5.491 (1)</td>
<td>33.535 (1)</td>
<td>.002</td>
</tr>
</tbody>
</table>

<sup>a</sup>Dependent variable.
cognitive task of the game that serves as cognitive exercise. The challenge in the game not only provides cognitive training but also gives participants a feeling of reward and sense of achievement when they eventually solve the problem and score points. In addition, some participants suggested that more specific directions should be given to assist players in playing the game.

Regarding the use of the 3D nostalgic objects with AR technology, participants agreed that these 3D nostalgic objects were a novel and appropriate reflection of the theme of the game. One male participant said:

*I am familiar with these 3D objects on the screen, and they were a part of my life…. no wonder the name of this game is Nostalgic Seekers!*

Another female participant gave her feedback:

*Using AR technology to present these objects is interesting. Yes, we are the seekers and trying to find these nostalgic objects. I like the idea of the game, but a fly in the ointment was that we didn’t have the chance to talk about the objects.*

This participant suggested that a facilitated or intentional discussion of the 3D objects could be a positive component to add in the game.

**Discussion**

**Summary of Results**

Through the design, testing, and both the quantitative and qualitative analyses of the game Nostalgic Seekers, this study examined how 50- to 59-year-old Taiwanese adults interacted and communicated with each other while playing a collaborative board game with AR technology. Our game was designed to be a cognitive training game that provides cognitive tasks [31], which are achieved through solving a puzzle and using a digital app with AR technology. Overall, we saw that participants’ communication during the game heavily focused on task-oriented exchanges rather than social-emotional ones, and the number of task-oriented acts positively correlated with higher scores. This finding indicates that the collaborative process of the game was able to facilitate and reward problem-solving communication; thus, it successfully engages players in cognitive exercise. Specifically, we observed participants not only problem solving for the puzzle itself but also troubleshooting the use of AR technology with each other. We also saw that for social-emotional communication, the overall number of positive acts significantly outnumbered negative ones. However, the number of negative acts exceeded positive ones in workshops 1 and 2. This may in part be due to the “alpha player problem,” in which a dominant player takes control of collective decision making and creates a negative atmosphere in the game [65]. In addition, we saw that nostalgic objects brought back specific memories and positive emotions in participants, which they were eager to share and discuss with each other, and helped strengthen the interest and engagement of the players during game play. Finally, we saw that the inclusion of AR objects in the game was engaging and exciting for the players rather than intimidating.

**Implications**

The overall low number of negative social-emotional acts coupled with qualitative findings that showed that players enjoyed the collaborative problem-solving process and were excited by the AR app in the game indicate that the users embraced the use of AR technology in the game and that the learning of it became a part of the collaborative process. As such, we found that introducing a new technology in games, in particular in a collaborative game, can encourage supportive peer learning of the new technology in a fun way and is a cognitively engaging task in itself. Subsequently, there is strong potential in integrating applications of new technologies in board games as a tool to support cognitive health and active aging. There are also implications of using interactive and entertaining processes, such as collaborative games, as a means to teach new technology to older adults and help them become more comfortable with the use of digital technologies.

Consequently, our game shows potential for being used as a tool to support the Taiwanese government’s active aging agenda [7], as well as the United Nation’s SDGs for healthy living and well-being for all ages [2]. Consistent with other findings we previously referred to in the “Literature Review” section, our study also demonstrated that new technology can in fact enhance “immersion and flow” for older adults during game play [26], despite also presenting some challenges [25]. In fact, we also found that challenges that arose in navigating the technology became a part of the collaborative problem-solving process in the cognitive-based game. Our findings reiterate the potential and importance of digital games marketed to older adults [15,16], which are currently lacking [17], and could serve as a step to filling this gap.

**Limitations and Future Work**

Some factors related to our study sample, such as participants’ experiences playing board games or their familiarity with AR and other digital applications, could have played a role in the gameplay and affected player interactions. However, these characteristics were not distinguished in our study sample. Future studies could explore if the game has different impacts on older adults with variable familiarity with technology or variable experiences with board games, for example.

In addition, a major concern with the active aging agenda is related to continuous engagement. Some critical considerations we have yet to address include how to motivate older individuals to engage in this form of game play regularly to achieve the desired cognitive benefits and how to design games that can be engaging after repeated use.

Some additional questions arose during the study that could be further examined in future studies. For example, how might communication style, interaction, and association to different nostalgic objects in the game differ between male and female players or players from different geographic regions in Taiwan? Moreover, how might acts of communication and interaction vary in a different cultural setting (such as in a Western culture)? Additional studies could also explore how task-oriented acts and social-emotional acts in games affect cognitive function in older adults differently and how the two types of acts may...
complement each other in supporting cognitive health in older adults. These questions have strong implications on modifications to the game design to maximize support for cognitive health in older populations. Future studies could also explore how integrating different virtual components, such as AR, into a physical board game might support cognitive health in unique ways.

Feedback from participants provided valuable suggestions on ways to improve Nostalgic Seekers for greater clarity and enjoyment. For example, some participants expressed that the 2D graphics were too difficult to recognize. Incorporating multiple levels of difficulty that can accommodate players with different cognitive abilities would provide greater accessibility and cognitive benefits to all players. Participants also expressed their interest in having more discussions about the nostalgic objects that they found. Incorporating a component of storytelling or facilitated conversation about the nostalgic objects that players find can encourage participants to engage in active remembering and enhance social and emotional interaction and communication, which are currently less prominent in the game. Finally, in its current design, Nostalgic Seekers does not necessarily appeal to repeated use, as the novelty of discovering the nostalgic objects would wear off once players are aware of the objects. Future iterations could consider ways to modify the game so that it remains exciting and entertaining for continuous use.

Conclusions
Games offer a means of engaging older adults in social and physical activities for the maintenance of their cognition and health. As the number of older adults increases, active aging is becoming a growing priority for community well-being. Older players are also becoming a growing customer base in the game market. Mobile devices with AR technology used for gaming can offer a new gaming experience for these players and enhance their immersion in the gameplay. In this study, we designed and tested Nostalgic Seekers, a cognitive-based collaborative board game integrating AR technology for Taiwanese players 50 years and older. This game provides players a chance to use cognitive skills because it requires discussion to problem solve and achieve tasks. The study found that the use of AR technology was enticing to participants; assembling the puzzles was challenging, but participants felt a sense of achievement when they completed a puzzle and were able to see their prize in the AR model.
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Abstract

Background: Numerous mobile health (mHealth) apps have been developed to support smokers attempting to quit smoking. Although these apps have been reported to be successful, only modest improvements in the quit rate have been measured. It has been proposed that efforts to improve user engagement and retention may improve the quit rate further. Owing to the high cost of smoking-related disease, it is considered worthwhile to pursue even small improvements.

Objective: The aim of this study was to test a novel smartphone app that leverages premium currency strategies developed by the mobile games industry in an attempt to improve engagement and retention with a smoking cessation intervention.

Methods: We designed and developed a smoking cessation app called “Quittr” in line with previously developed smoking cessation mHealth apps. In addition to this established framework, we added a stand-alone fully featured city-building clicker-style game called “Tappy Town,” and a premium virtual currency called “QuitCoins.” The user earns QuitCoins for using the app in a way that contributes positively toward their quit attempt, and they can redeem these coins in Tappy Town for bonuses. To establish whether these features improved engagement and retention, we ran a 5-month randomized controlled trial where the intervention group had the full app with the extra games features, while the control group had the standard app only. Recruitment was performed via web-based advertising. Participants (N=175) had no direct contact with the researchers or other support staff.

Results: No significant differences in terms of engagement, retention, or smoking outcomes were found between the control and intervention groups. However, survey data indicated that the majority of the participants valued Tappy Town (10/17, 59%) and the QuitCoins rewards system (13/17, 77%). Usage data also suggested that Tappy Town was widely played and was generally appealing to users (mean total time spent in app, control group: 797 seconds vs intervention group: 3502 seconds, \(P<.001\)). Analysis of the results suggests that users in the intervention group may have been negatively affected by the aspects of the chosen design, and some theories were explored to explain this unexpected outcome.

Conclusions: Although the novel features of the Quittr app failed to improve the key outcomes measured in this study, there were enough positive indications to warrant further exploration of the concept. Additional research will be required to identify and correct any design flaws that may have adversely affected our participants before a follow-up study can be completed.

Trial Registration: Australian and New Zealand Clinical Trials Register ACTRN12617000491369; https://www.anzctr.org.au/Trial/Registration/TrialReview.aspx?id=372661&isReview=true

\textcopyright{} JMIR Serious Games 2020;8(4):e23734 doi:10.2196/23734
Cigarette smoking is a major preventable cause of death, disease, and financial burden. Quitting smoking is the best thing an individual can do to reduce their risk of developing smoking-related diseases [1]. Providing smoking-specific behavioral support (eg, education, advice, assistance with goal-setting) is known to improve the likelihood of succeeding in a quit attempt [2], but effectively delivering such support and keeping the individual engaged with the process for a sufficient duration is difficult.

Mobile health (mHealth) apps and web-based support tools have typically only produced smoking cessation outcomes in the order of ~9.5% success rates. Although this is a clear improvement over unassisted quit attempts and represents potentially significant savings in avoided disease burden, the outcome is still modest [3]. The difference between the known potential of this content and the actual outcomes achieved via mHealth apps may be attributed to lack of user engagement and retention [4].

This problem is similar to that faced by mobile game designers, when attempting to produce profitable mobile games that collect revenue from in-app purchases and advertising—the so called “free-to-play” games. Games are expensive to produce. However, in-game advertising typically only returns up to a few cents per ad impression. Therefore, it is critical not only to reach a very large audience but also to ensure that the audience is retained over a relatively long time span. Similarly, with in-app purchases, it is generally necessary to ensure that users are thoroughly engaged with the game experience before they are enticed with paid content that they would believe would further enhance their experience. Recognizing these similarities, we developed a smoking cessation mHealth app, which leveraged tactics from the mobile games industry to drive engagement and retention. Instead of using these tactics to drive ad impressions or in-app purchases, our objective was to use them to encourage user engagement with behavioral support content and stay on track with their quit attempt for a longer time span. We called this app Quittr. The design process and philosophy that we used has been described in our earlier paper [5].

Previous smoking cessation mHealth apps included gamification elements to encourage user engagement and provide a sense of achievement and progression, and many included mini-games to keep the smokers’ hands occupied and to distract them from cravings [4,6-9]. Quittr also includes these elements as standard. However, to our knowledge, Quittr is the first such app to trial the inclusion of a fully-featured standalone game and a premium currency reward system.

For this pilot study, our aim was to determine whether these novel features added to the Quittr app could improve engagement with the smoking cessation support content and retention of the user making the quit attempt. The secondary outcome was to determine whether there was any effect on smoking cessation.
We also tuned the game to encourage playing in short sessions at regular intervals throughout the day, which was roughly aligned with the frequency with which we would expect someone who is quitting smoking to experience cravings. Our intention here was that whenever someone was experiencing withdrawals, they could log in to the game and productively play a 2-5-minute session that would help them through the worst of their symptoms, without excessive interruption of their real life.

Additionally, users could earn QuitCoins, a type of premium currency [11] by using the broader Quittr app. They could then redeem these QuitCoins in the Tappy Town game to purchase powerful bonus structures, which were otherwise not possible to be purchased. Users were rewarded with QuitCoins via the achievements system when they (1) had a breakthrough smoke-free period, (2) avoided a certain number of cigarettes, (3) checked their statistics for the first time that day, (4) engaged with the information toolbox content for set periods of time, (5) successfully completed an information toolbox quiz, (6) played Tappy Town for the first time in a day, (7) played the Hidden Object Game for the first time in a day, or (8) set savings goals. This mechanism was intended to facilitate the transfer of the player from the game back to the helpful quit smoking content and vice versa, and it was intended that the player would be motivated to engage with the quit-smoking content more closely than they might have otherwise, in order to advance in the Tappy Town game. However, little to no explicit messaging about these features was provided to the user. They were instead expected to experience this effect organically without any of the “nag screens” that would typically accompany this type of design in free-to-play mobile games. This was done to avoid adding potential stressors.

**Experimental Design**

To test our innovation, we designed a randomized controlled trial with 2 groups: control and intervention (Multimedia Appendix 1). The intervention group had access to the full Quittr experience, including our games-based innovations and the QuitCoins premium currency incentivization system. The control group also had access to Quittr, but they did not have access to the Tappy Town game and could not earn QuitCoins. The protocol was registered with the Australian and New Zealand Clinical Trials Register [ACTRN12617000491369] and ethics approval was granted by the Tasmanian Health and Medical Human Research Ethics Committee [H0016506]. Participants were eligible if they were current smokers interested in starting a quit attempt, with a suitable smartphone device, aged 15 years and over, and spoke English. Allocation was done in a pseudo-random manner that was not known to participants, to ensure roughly equal group sizes. At semifrequent periods throughout the day, an algorithm was run to determine which group currently had more members and at which point the group with the fewest members would become favored for new registrations.

**Recruitment**

Recruitment was open from December 12, 2017 through March 9, 2018 and was done primarily through posts on web-based forums and targeted advertising through Facebook (Multimedia Appendix 2). Participants were able to trial the app in testing...
mode and start a quit attempt at any time. Once they started a quit attempt, we tracked their data over a 28-day period. Although a few users elected to abandon 1 quit attempt and start a new quit attempt during the trial period, each quit attempt was evaluated individually, with the participant’s longest attempt being used for the final analysis.

Data Collection
We logged all participant activity within the app, which was automatically uploaded to our server when internet access was detected via Wi-Fi. To answer the research questions on engagement and retention, we analyzed how frequently the participants were using the app, time spent using the various features of the app, and the time when usage occurred. We also administered basic surveys from within the app: an entry survey at the commencement of a quit attempt and an exit survey when the quit attempt was finished (28-day window completed) or abandoned (user-indicated) (Multimedia Appendix 3).

Analysis
To determine whether the groups were equivalent in terms of participant characteristics at baseline, we used chi-square tests to compare categorical variables and two-sided independent samples t tests to compare means. When comparing the groups and outcomes at the end of the trial, we used means and two-sided independent samples t tests wherein data were parametric and medians and two-sided Wilcoxon rank sum tests wherein data were nonparametric. To explore engagement, we compared the time spent using the various features of the app between groups and analyzed retention by comparing the last day of usage between the groups. An equivalent test was also run to determine whether 1 group had a greater success at quitting smoking by comparing the longest smoke-free period of the members of each group. We used a chi-square test to determine differences in user perceptions indicated by the exit survey results and descriptive statistics to explore questions that were unique to 1 group only.

Results
Participant Characteristics
During the 4-month recruitment window, we recruited 182 participants. Unfortunately, an issue was found in the first week, which caused 6 participants to have their group incorrectly coded; thus, their results were discarded, leaving us with 176 participants and 209 quit attempts. An additional user was excluded for submitting unrealistic results, leaving us with 87 participants in the control group and 88 in the intervention group (N=175), although 23 did not submit survey responses beyond age and gender (12 in control and 11 in intervention). The 2 groups were well matched, as shown in Table 1.

Table 1. Comparisons of the demographic and smoking characteristics, based on entry survey data, between the control and intervention groups (N=175).

<table>
<thead>
<tr>
<th>Demographic/smoking characteristics</th>
<th>Control group (n=87)</th>
<th>Intervention group (n=88)</th>
<th>( \chi^2 ) (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.5 (12.75)</td>
<td>40.5 (15.48)</td>
<td>N/A( ^a )</td>
<td>.36</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td>0.73</td>
<td>.24</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>Female</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>44 (51)</td>
<td>44 (50)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>Male</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>43 (49)</td>
<td>44 (50)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How soon after waking do you smoke your first cigarette? (minutes), n (%)( ^b )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&lt;5</td>
<td>24 (32)</td>
<td>24 (31)</td>
<td>.36</td>
</tr>
<tr>
<td></td>
<td>6-15</td>
<td>18 (24)</td>
<td>20 (26)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>16-30</td>
<td>17 (23)</td>
<td>11 (14)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>31-60</td>
<td>11 (15)</td>
<td>11 (14)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt;60</td>
<td>5 (7)</td>
<td>11 (14)</td>
<td></td>
</tr>
<tr>
<td>How many cigarettes do you smoke per day on average? mean (SD)</td>
<td>20.27 (20.36)</td>
<td>19.53 (22.48)</td>
<td>N/A</td>
<td>.83</td>
</tr>
<tr>
<td>Are you intending to use nicotine replacement therapy? n (%)( ^b )</td>
<td>46 (61)</td>
<td>50 (65)</td>
<td>0.21 (1)</td>
<td>.65</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>29 (39)</td>
<td>27 (35)</td>
<td></td>
</tr>
<tr>
<td>Are you intending to use medication to manage cravings/withdrawals? n (%)( ^b )</td>
<td>67 (89)</td>
<td>67 (87)</td>
<td>0.20 (1)</td>
<td>.66</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>8 (11)</td>
<td>10 (13)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) N/A: not applicable.
\(^b\) For these categories, only 75 participants in the control group and 77 participants in the intervention group provided responses.
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Participant Engagement With Quittr

Participants in the intervention group did post higher overall app usage statistics (mean time, intervention group: 3502 seconds vs control group: 797 seconds, \(P<.001\)) (Table 2). However, it appears that this extra time was almost entirely spent using the Tappy Town game. There were no other significant differences in the amount of time spent between the control and intervention groups, although the intervention group did trend toward spending additional time using the information toolbox (mean 189 seconds [intervention] versus 154 seconds [control]). The finance stats were close to statistical significance, but with only a little over 3 seconds separating them was not considered meaningful.

Table 2. Time spent by both the groups using the various features of Quittr.

<table>
<thead>
<tr>
<th>Features of Quittr</th>
<th>Control group, average time, (seconds)</th>
<th>Intervention group, average time, (seconds)</th>
<th>Mean difference (seconds)</th>
<th>Standard error difference (seconds)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main dashboard</td>
<td>312.64</td>
<td>364.42</td>
<td>-51.78</td>
<td>74.50</td>
<td>.22</td>
</tr>
<tr>
<td>Information toolbox</td>
<td>154.39</td>
<td>188.79</td>
<td>-34.40</td>
<td>52.87</td>
<td>.11</td>
</tr>
<tr>
<td>Health stats</td>
<td>33.54</td>
<td>32.69</td>
<td>0.85</td>
<td>12.82</td>
<td>.84</td>
</tr>
<tr>
<td>Smoking stats</td>
<td>27.91</td>
<td>17.65</td>
<td>10.26</td>
<td>8.89</td>
<td>.19</td>
</tr>
<tr>
<td>Finance stats</td>
<td>6.96</td>
<td>10.65</td>
<td>-3.69</td>
<td>3.70</td>
<td>.06</td>
</tr>
<tr>
<td>Achievements</td>
<td>20.70</td>
<td>25.95</td>
<td>-5.25</td>
<td>9.79</td>
<td>.22</td>
</tr>
<tr>
<td>Tappy Town game</td>
<td>0.00</td>
<td>2651.78</td>
<td>-2651.78</td>
<td>709.97</td>
<td>N/A^a</td>
</tr>
<tr>
<td>Hidden object game</td>
<td>132.81</td>
<td>99.89</td>
<td>32.92</td>
<td>32.79</td>
<td>.65</td>
</tr>
<tr>
<td>Total time in app</td>
<td>796.65</td>
<td>3501.86</td>
<td>-2705.21</td>
<td>816.73</td>
<td>&lt;.001^b</td>
</tr>
<tr>
<td>Total time (excluding Tappy Town)</td>
<td>796.65</td>
<td>850.08</td>
<td>-53.43</td>
<td>167.43</td>
<td>.42</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.
\(^b\)This result is significant at \(P<.05\).

It was anticipated that the premium currency approach might be compelling only for a minority of users; therefore, the effect may not be demonstrable through comparison of the means. It is possible to visually inspect the outliers by plotting the time spent engaging with Tappy Town against the time spent engaging with the behavioral support content in the app (Figure 2).
Participant Retention
The mean (SD) retention time of our participants was 6.67 (8.88) days. There was no statistically significant difference in the median number of days of app use between the control and intervention groups (median 2, IQR=0-12 vs median 1.5, IQR=0-9 days, respectively; \( P = .17 \)).

Smoking Status of the Participants
Only 7 of our 175 participants (4.0%) recorded 28 days smoke-free, with a mean (SD) smoke-free period of 4.80 (7.40) days. This result contrasts starkly with the results of the SmokeFree-28 app upon which Quittr was based, which saw 18.9% of their participants successfully achieve 28 days smoke-free. There was no statistically significant difference in the maximum achieved smoke-free period between the control and intervention groups (median 1, IQR=1-3.50 vs median 1, IQR=1-5 days, respectively; \( P = .59 \)).

Survey Responses
A total of 27 (31%) participants in the control group (n=87) submitted exit survey responses compared to only 17 (19%) for the intervention group (n=88) (\( P = .08 \)). Although not reaching significance, this apparent disparity in the submissions was an unexpected outcome. An additional two-sided \( t \) test was performed to determine if the baseline smoking profile of the participants who submitted exit survey results was different from those who did not. Although the mean cigarettes per day statistic did appear slightly lower, this did not reach statistical significance (20.9 cigarettes per day vs 16.6 cigarettes per day, respectively; \( P = .10 \)).

General Responses
Of the exit survey questions that were asked to both groups and where both surveys were completed by the user, there were no significant differences between the groups (Table 3).
Table 3. Comparison of the responses to the exit survey questions by both groups.

<table>
<thead>
<tr>
<th>Response</th>
<th>Control group (n=27), n (%)</th>
<th>Intervention group (n=17), n (%)</th>
<th>$\chi^2$ (df)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>The statistics on the Dashboard helped me in my quit attempt</td>
<td></td>
<td></td>
<td>0.99 (4)</td>
<td>.91</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>1 (4)</td>
<td>1 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>1 (4)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>6 (22)</td>
<td>4 (24)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>11 (41)</td>
<td>8 (47)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>8 (30)</td>
<td>4 (24)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The educational content in the Information Toolbox helped me in my quit attempt</td>
<td></td>
<td></td>
<td>1.76 (4)</td>
<td>.78</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>1 (4)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>1 (4)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>8 (30)</td>
<td>7 (41)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>11 (41)</td>
<td>6 (35)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>6 (22)</td>
<td>4 (24)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The games helped me in my quit attempt</td>
<td></td>
<td></td>
<td>3.77 (4)</td>
<td>.44</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>2 (7)</td>
<td>1 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>2 (7)</td>
<td>1 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>14 (52)</td>
<td>9 (53)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>5 (19)</td>
<td>6 (35)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>4 (15)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The games helped me avoid cravings</td>
<td></td>
<td></td>
<td>4.36 (4)</td>
<td>.36</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>3 (11)</td>
<td>1 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>1 (4)</td>
<td>2 (12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>16 (59)</td>
<td>9 (53)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>4 (15)</td>
<td>5 (29)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>3 (11)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How often were you truthful when reporting your daily cigarette intake?</td>
<td></td>
<td></td>
<td>3.6 (3)</td>
<td>.31</td>
</tr>
<tr>
<td>Never</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rarely</td>
<td>1 (4)</td>
<td>1 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sometimes</td>
<td>4 (15)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very often</td>
<td>2 (7)</td>
<td>3 (18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Always</td>
<td>20 (74)</td>
<td>13 (77)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Participant Perceptions of the Games-Based Features of Quittr**

The intervention group was asked several questions to ascertain their perceived responses to the games-based features, as shown in Table 4. This group generally showed enthusiasm toward the games features, with the majority of users agreeing that the Tappy Town game was engaging, QuitCoins rewards were enjoyable, and they wanted to earn QuitCoins and spend them in Tappy Town.
Table 4. Participants’ perceptions of the games-based features of Quittr (n=17).

<table>
<thead>
<tr>
<th>Perceptions, responses</th>
<th>n (%)</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>I found the Tappy Town game engaging</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>1 (6)</td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>6 (35)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>9 (53)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>1 (6)</td>
<td></td>
</tr>
<tr>
<td><strong>I enjoyed earning QuitCoins rewards</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>1 (6)</td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>1 (6)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>2 (12)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>11 (65)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>2 (12)</td>
<td></td>
</tr>
<tr>
<td><strong>I wanted to earn QuitCoins rewards so I could use them in Tappy Town</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>1 (6)</td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>2 (12)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>5 (29)</td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>8 (47)</td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>1 (6)</td>
<td></td>
</tr>
</tbody>
</table>

**Smoking Statistics**

Amongst those participants who completed the exit survey, users reported a median daily cigarette reduction of 7 (IQR 0-15) and a weekly median cigarette cost (reported in participant’s own local currency, USD or AUD) reduction of $0 (IQR $0-$19.5). When we compared the groups, these statistics favored the control group. The median reduction in daily cigarettes was 12 (IQR 8.5-20) for the control group and 0 (IQR 0-4.5) for the intervention group ($P<.001$), while the median weekly cigarette cost reduction was $8.50 (IQR $0-$46.25) for the control group and $0 (IQR $13-$15) for the intervention group ($P=.069$).

**Discussion**

Principal Findings

Our games-based innovations did successfully increase participant engagement. However, at least with our implementation, their additional engagement was limited to the game itself with little of the desired flow-on effect into other aspects of the app. Nevertheless, it is somewhat encouraging that significant play time was invested into the Tappy Town game, since one of the key concerns with this study was that we would not be able to create a compelling game experience with the time and budget we had available. Unfortunately, the results show that our efforts to incentivize the participants to engage with the broader app were not effective. Similarly, our strategies were not effective in improving the retention of users. However, it is not yet clear whether these failings were due to fundamental flaws with the approach or flaws with our chosen design and implementation.

These relatively poor outcomes become perplexing when we examine the user perceptions from the exit survey, which showed that the majority of users in the game group valued the games features we added and felt that they were incentivized by them. Given this unexpected outcome and the benefit of hindsight, it would have been useful to include survey questions to explore user-perceived engagement in the broader Quittr app, so as to provide insight into whether the user feels (dis)engaged by a given aspect of the app and why and to allow more detailed comparisons of engagement between the groups. Nevertheless, the results of this survey combined with the significant number of play-minutes recorded in Tappy Town suggest that our hypothesis may have been undermined by other factors; therefore, significant effort was expended in an attempt to understand what these may be.

Learnings

Perhaps the most surprising result of the exit survey was that 27 participants in the control group submitted results compared to only 17 in the intervention group and that among these users, the control group achieved significantly better daily cigarette reductions. In effect, what we observed here was that the intervention group had noticeably worse retention—the users were less likely to receive or act upon the notification to complete the 28-day exit survey. This prompted significant exploration and discussion among the project team, especially when considered alongside the smoking statistics, which unexpectedly favored the control group.
Considering that the intervention group had access to all the same features and support as the control group, we must consider how this might have occurred. One possible explanation is that the Tappy Town game actively stole users’ attention away from the smoking cessation features of the Quittr app and interfered with the success of their quit attempt. However, users in the intervention group spent just as much time engaging with the smoking cessation content of the app as the control group did; so, this explanation seems unlikely. Another possibility is that the poorer outcome was simply due to chance—this is quite possible, since our sample size was relatively modest and the only statistically significant difference was in the very specific daily cigarette reduction outcome—this could simply be a type I statistical error.

Yet another possibility is that when users grew tired of either the Tappy Town game or the smoking cessation content, they may have uninstalled the entire Quittr app. In contrast, participants in the control group could not become tired of the Tappy Town game; thus, they were less likely to uninstall—this explanation aligns to some degree with activity engagement theory, where experiments have demonstrated that students being given 2 unrelated tasks have their subsequent engagement diminished for both tasks [12].

If we explore theories regarding user retention and engagement through a technology acceptance lens, some other possible explanations arise. It is possible that the addition of the Tappy Town game made the Quittr app feel less easy to use, or in other words, required higher effort [13,14], or perhaps even made the educational content in the app seem less credible [14-16] via its association with a relatively nonserious game experience. Additional research would be required to determine from participants which, if any, of these factors may have come into play and potentially explore strategies to ameliorate the effect.

Another likely possibility is that we failed to adequately capture one of the key motivational messages of the SmokeFree-28 app, which quite intensively conveyed the goal of going 28 days smoke-free as part of its PRIME motivational theory-based design. As the authors stated, “the core of SmokeFree-28 involves setting a highly salient target of becoming 28 days smoke-free and monitoring progress towards that target using the app” [4]. Although Quittr did set an equivalent target, it was not as extensively highlighted and focused as in SmokeFree-28; rather, it was just one of many metrics reported on the dashboard—one of the many achievements that could be attained. This may at least partially explain why neither group in our trial managed to achieve equivalent outcomes to the SmokeFree-28 trial (18.9% of the SmokeFree-28 participants successfully reported 28 days of smoke-free status compared to Quittr’s control group at 6%).

Analysis of the SmokeFree-28 trial compared quit success against the Smoking Toolkit Study as a baseline, where 15% of the smokers without any app support were able to successfully quit for 28 days. This baseline still contrasts starkly with our figures, which suggests there may also be fundamental differences in the participants that our respective trials were able to recruit. Perhaps the most logical explanation for this is that the Quittr study was advertised to smokers via social media and targeted web-based advertising, whereas the SmokeFree-28 study appears to have achieved organic participation through user-initiated search and download—this may have created selection bias, with their participants being more self-motivated to quit, whereas our participants were perhaps biased toward strongly identifying as a smoker in their social media presence, and thus becoming the recipient of targeted advertising. This theory is supported when examining our participant profile and recognizing that our participants smoked an average of 20 cigarettes per day and overwhelmingly smoked their first daily cigarette within 30 minutes of waking—this contrasts with the SmokeFree-28 data where ~65% of the participants smoked fewer than 19 cigarettes per day. It appears that our sample was biased toward heavy smokers, which may have made it harder to achieve the 28-day cessation outcome.

There is a final possibility to consider. The exit survey was prompted by a phone notification that occurred after a period of participant inactivity or after the 28-day study period was complete. This feature worked as intended; however, it could be thwarted by users if they explicitly turned off notifications for the Quittr app or uninstalled the Quittr app. It is possible that participants in the intervention group may have been more likely to turn off notifications or uninstall the app. The app would send notifications once daily at 8 PM. There were 3 reminders, which would fire if appropriate: one to remind the user to log their cigarette usage, which would always fire, one to prompt them to complete the exit survey if the user had been inactive for an extended period or had reached 28 days of participation, and a third that only applied to intervention group users, which would prompt the user to spend excess resources in Tappy Town if their accrued resources were over a given threshold. Consequently, most participants in the intervention group would receive 2 simultaneous notifications each night, whereas most control participants would receive only 1. We suspect this “spammy” activity may have prompted some of them to turn off the notifications or uninstall the app.

Unfortunately, we have no way of knowing whether they did turn off notifications or uninstall the app, or when. However, it may also explain why we saw no positive intervention effect on retention in general—if participants in the intervention group were more likely to turn off notifications, then they were missing out on a critical aspect of our user retention strategy: daily reminders to log in, log cigarette usage, and generally engage with the content of the app. In light of this, it is appropriate that future studies should examine their data collection strategies with care and ideally include features to log whether notifications for the app were disabled and attempt to track when the app is uninstalled.

There is another result that suggests there may be potential for design improvement. Only 9 of the 17 respondents (53%) reported wanting to earn QuitCoins to spend them in Tappy Town compared to 13 (77%) who said they enjoyed earning QuitCoins. This difference may simply be that some users were not motivated by the Tappy Town game but did like the feeling of achievement that the QuitCoins rewards gave them. However, on reflection, we suspect that more should have been done to make the link between earning QuitCoins and spending them in Tappy Town. There were no explicit messages or reminders for the user to earn and spend QuitCoins, and at very few points,
it was explained to the user that QuitCoins could be spent in Tappy Town to build powerful structures. This is unlike most mobile games that use a similar premium currency model.

Conclusions and Further Work

Although our pilot study achieved poor results in terms of both the primary and secondary outcomes, it has nevertheless provided some useful insights and some potentially encouraging preliminary data. Survey responses suggest that the hypothesis “games features can be used to encourage engagement and retention in a quit smoking app” has some credibility on face value at least, and the significant play-time invested by participants into the Tappy Town game suggests that the game itself was acceptable. It appears as if there may be other factors at play that adversely affected the outcomes of the intervention group, although perhaps the game itself negatively affected retention through one of the discussed theoretical mechanisms or a mechanism still unknown.

Without these adverse factors in play, would a positive outcome have been achieved? To answer that question, it would be necessary to categorically identify and fix the issues before rerunning the experiment. Although we have identified some potential issues, this study was not designed for this purpose; therefore, there may be other issues yet unidentified. We would recommend commissioning first a smaller scale usability analysis with observed and qualitatively studied users. This study should identify potential pain points and points of conflict that could negatively impact the outcomes of the intervention, which can then be remedied before undertaking any further quantitative study.
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Abstract

Background: The Equitest system (Neurocom) is a computerized dynamic posturography device used by health care providers and clinical researchers to safely test an individual’s postural control. While the Equitest system has evaluative and rehabilitative value, it may be limited owing to its cost, lack of portability, and reliance on only sagittal plane movements. Virtual reality (VR) provides an opportunity to reduce these limitations by providing more mobile and cost-effective tools while also observing a wider array of postural characteristics.

Objective: This study aimed to test the plausibility of using VR as a feasible alternative to the Equitest system for conducting a sensory organization test.

Methods: A convenience sample of 20 college-aged healthy individuals participated in the study. Participants completed the sensory organization test using the Equitest system as well as using a VR environment while standing atop a force plate (Bertec Inc). The Equitest system measures the equilibrium index. During VR trials, the estimated equilibrium index, 95% ellipse area, path length, and anterior-posterior detrended fluctuation analysis scaling exponent alpha were calculated from center of pressure data. Pearson correlation coefficients were used to assess the relationship between the equilibrium index and center of pressure–derived balance measures. Intraclass correlations for absolute agreement and consistency were calculated to compare the equilibrium index and estimated equilibrium index.

Results: Intraclass correlations demonstrated moderate consistency and absolute agreement (0.5 < intraclass correlation coefficient < 0.75) between the equilibrium index and estimated equilibrium index from the Equitest and VR sensory organization test (SOT), respectively, in four of six tested conditions. Additionally, weak to moderate correlations between force plate measurements and the equilibrium index were noted in several of the conditions.

Conclusions: This research demonstrated the plausibility of using VR as an alternative method to conduct the SOT. Ongoing development and testing of virtual environments are necessary before employing the technology as a replacement to current clinical tests.

(JMIR Serious Games 2020;8(4):e19580) doi:10.2196/19580
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Introduction

The Equitest system (Neurocom) is a computerized dynamic posturography device used by health care providers and clinical researchers to safely test an individual’s postural control. Implementing the sensory organization test (SOT) using the Equitest system requires individuals to process and integrate cues from the visual, vestibular, and proprioceptive systems. This test provides clinicians and researchers with an equilibrium score for each tested condition, a sensory analysis score, a strategy analysis, and a center of gravity (COG) alignment. While the Equitest system has evaluative and rehabilitative value, it may be limited owing to its cost and lack of portability. Moreover, the performance variables provided by the Equitest system are limited, representing gross outcome measures derived only from sagittal plane movement dynamics [1]. Recent advances in technology provide opportunities to reduce these limitations by providing more mobile and cost-effective tools while also observing a wider array of postural characteristics. The purpose of this research was to evaluate the validity of using virtual reality (VR) and a force plate as an alternative to the Equitest system.

The SOT has been the dominant clinical test to assess sensory integration in the context of postural control for neurologic disorders and deficits. With the wide use of clinical dynamic posturography over the last 30 years, the Equitest system has become widely accepted as the gold standard to assess postural stability and balance in several populations (eg, children, aging adults, and military personnel) and clinical groups (eg, those with concussion, vertigo, Parkinson disease, and Alzheimer disease). By systematically disrupting the visual and somatosensory information available to an individual, it is possible to distinguish someone’s reliance on the following three major sensory systems during balance tasks: the visual, somatosensory, and vestibular systems. Conveniently, the Equitest system provides an equilibrium score (indicating how little participants swayed) during each test, as well as a sensory analysis score (indicating how much they relied on each system) and strategy analysis (indicating the hip versus ankle strategy) for the battery of conditions.

While the Equitest system provides a quick evaluative tool for clinicians and researchers, it is not without limitations. First, these outcome measures are derived solely from sagittal plane movements and may not reflect a complete assessment of an individual’s postural control. Second, the costs associated with the Equitest system may limit its availability in underserved communities or during times immediately following an injury (such as a sports concussion). As an alternative to the Equitest system, it may be possible to combine more recent technologies, that is, portable force plates and VR, to ameliorate these drawbacks. When these technologies are combined, they greatly reduce the cost for a clinician to own testing equipment, as well as offer the opportunity to have a portable solution that could be taken into the field. Moreover, portable force plates present the possibility to record and assess a wider range of data, such as medial-lateral dynamics, and customize the outcomes to specific clinical goals. Likewise, VR headsets have continued to improve in quality and decrease in cost, and continued developments may lead to the ability to accurately track movements in VR without additional hardware components such as force plates.

In keeping up with technological advancements, it is important to determine how new technologies can measure up to the “gold standards” they will eventually replace. Currently, VR is approaching this standard and is consistently shown to be a valuable tool to conduct postural and motor control research. Previous research has found no difference between static balance in a physical environment versus a virtual environment [2]. Additionally, several scholars have supported the efficacy of VR for use in balance assessments in a range of clinical populations, such as those with concussion, stroke, Parkinson disease, and high age [3-7]. Continuing in this trend, a large body of research has shown positive results in using VR to enhance training and rehabilitation for balance-related dysfunction [8-11]. Overall, VR has been demonstrated to accurately assess balance in addition to providing a customizable means to enhance clinical outcomes.

The purpose of this research was to compare the Equitest system to a VR balance assessment designed to mimic the SOT in a young healthy population. It was hypothesized that the equilibrium score would demonstrate high limits of agreement between the two testing conditions, supporting VR as a viable option to decrease cost and increase the accessibility of postural assessment techniques. By illustrating the viability of VR to emulate current clinical practices, future progress can focus on improving and optimizing the implementation of VR in clinical standards of care and applications to more populations of interest.

Methods

Participants

A convenience sample of 20 college-aged individuals (Table 1) was recruited to participate in this study. All participants were healthy individuals with no prior history of neurological or physical injury or dysfunction. Upon arrival, participants provided informed consent. All procedures were approved by the institutional review board, and no adverse events were encountered.

Table 1. Participant demographics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Male (n=7), mean (SE)</th>
<th>Female (n=13), mean (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>20.8 (0.4)</td>
<td>20.9 (0.37)</td>
</tr>
<tr>
<td>Height (m)</td>
<td>1.79 (0.03)</td>
<td>1.66 (0.02)</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>77.4 (5.58)</td>
<td>62.8 (3.33)</td>
</tr>
</tbody>
</table>
Experimental Design

After providing informed consent, participants completed a SOT in two blocks, using the Equitest system and using VR. Blocks of tests were counterbalanced, and conditions within blocks were randomized.

During the Equitest SOT, participants wore a harness that supported their weight in case they lost balance. Researchers helped participants into the harness so it fit comfortably and safely. The conditions during the clinical test included (1) eyes open on a stable surface, (2) eyes closed on a stable surface, (3) eyes open with a sway-referenced surround, (4) eyes open on a sway-referenced surface, (5) eyes closed on a sway-referenced surface, and (6) eyes open with both a sway-referenced surround and surface.

In the VR SOT, participants removed any glasses and wore a head-mounted display (HTC Vive, HTC). Participants adjusted the headset to ensure clarity in the virtual environment using a black screen with a textbox. To compare our VR SOT to existing SOT research performed with real machines, we created a virtual scale model of the patterns used inside of the Equitest balance system. We placed this model in the center of a white virtual testing room (10 m × 9 m in size). These models and the testing software were created using Unity 3D (v. 2018.2.10f1; Unity Technologies). Our software allowed us to test users with the following three different types of VR tracking: no tracking, head rotation tracking only, and six degrees of freedom (6DoF) tracking (Figure 1). The “no tracking” option creates an experience where the objects viewed move with the user’s head as if they are attached. The second option, which is common in first-generation VR headsets, such as the Oculus DK1 and Google Daydream, is somewhat natural until users lean in a direction that moves their torso. The last of these most closely mimics reality.

Balance was tested in the following conditions in the VR environment: in a completely dark environment, eyes open in an environment that mimics the clinical test (6DoF tracking), eyes open in an environment that mimics the surround of the clinical test and moves with the participant’s head (no tracking), and eyes open in an environment that mimics the surround of the clinical test and moves forward and backward with the participant’s head but does not react to head rotation (head tracking only). Each condition was completed on a stable surface and on a foam surface.

For each balance condition, in both the clinical test and the VR test, participants completed two trials of 20 seconds. The order of the trials was counterbalanced between the clinical test and VR blocks, and the order of the conditions was randomized within the clinical test and VR blocks. In total, participants completed 28 trials (six clinical testing conditions × two trials each, four VR testing conditions × two surface conditions × two trials each) of 20 seconds of stationary balance. All participants provided written consent prior to beginning the experimental protocol.

Figure 1. Effect of the head tracking condition in virtual reality on a user’s view with translation or rotation of the head. 6DoF: six degrees of freedom.

Data Reduction

The Equitest system calculated the equilibrium index (EI) during each SOT condition [12], and it represents the extent to which a participant sways forward or backward within a theoretical limit of 12.5° of displacement. If the participant has no sway, a score of 100 would be received, and if the participant exhibits 12.5° or greater sway (combined forward and backward), a score of 0 would be received. During the VR conditions, participants completed the test on top of a portable force plate (Bertec Inc) that collected center of pressure (COP) data at 50 Hz. Custom MATLAB (Mathworks Inc) scripts were used to
detrend and filter the data (20-ms moving average filter) and subsequently calculate the estimated equilibrium index (eEI), 95% ellipse area, path length, and anterior-posterior (AP) detrended fluctuation analysis scaling exponent alpha (DFA $\alpha$) from the COP data. The 95% ellipse area, path length, and AP DFA $\alpha$ calculations are described elsewhere and represent typical spatiotemporal characteristics of balance [13,14]. The eEI metric was derived based on the EI used by the Equitest system. To simplify this process, the forward and backward sway angles were calculated as the inverse sine function of the anterior and posterior COP displacement, respectively, divided by an estimated COG height (56% of the participant height). The first trial of each condition served as a familiarization period, and only the final trial of each condition was used for analysis. Data that were outside of three times the SD from the mean of its experimental condition were removed from the analysis. In this manner, one trial each from SOT 3 and SOT 4 was removed, along with their VR condition pair.

**Statistical Analysis**

To assess the relationship between EI and eEI, intraclass correlations of consistency and absolute agreement were calculated for similar conditions (Table 2). Intraclass correlation coefficient (ICC) values were interpreted as poor (<0.5), moderate (0.5-0.75), good (0.5-0.9), and excellent (>0.9) reliability [15]. Additionally, Pearson correlation coefficients were calculated to quantify the extent to which force plate measurements were associated with the EI calculated by the Equitest system within similar conditions. Correlation coefficients were interpreted as negligible (<0.3), weak (0.3-0.5), moderate (0.5-0.7), strong (0.7-0.9), or very strong (>0.9) relationships between pairs of variables [16].

### Table 2. Summary of all testing conditions, their abbreviations, and the quality of visual, somatosensory, and vestibular information available in the condition.

<table>
<thead>
<tr>
<th>Condition abbreviation</th>
<th>Equitest</th>
<th>Virtual reality</th>
<th>Information quality$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOT$^b$ 1</td>
<td>Eyes opened on a stable surface</td>
<td>Stable virtual surround on a stable surface</td>
<td>Vis$^c$–Som$^d$–Ves$^e$</td>
</tr>
<tr>
<td>SOT 2</td>
<td>Eyes closed on a stable surface</td>
<td>Blacked out environment on a stable surface</td>
<td>Som–Ves</td>
</tr>
<tr>
<td>SOT 3</td>
<td>Eyes opened with a sway-referenced surround</td>
<td>Head-referenced virtual surround on a stable surface</td>
<td>Vis–Ves</td>
</tr>
<tr>
<td>SOT 4</td>
<td>Eyes opened on a sway-referenced surface</td>
<td>Stable virtual surround on a foam surface</td>
<td>Vis–Som–Ves</td>
</tr>
<tr>
<td>SOT 5</td>
<td>Eyes closed on a sway-referenced surface</td>
<td>Blacked out environment on a foam surface</td>
<td>Som–Ves</td>
</tr>
<tr>
<td>SOT 6</td>
<td>Eyes opened with a sway-referenced surround and on a sway-referenced surface</td>
<td>Head-referenced virtual surround on a foam surface</td>
<td>Vis–Som–Ves</td>
</tr>
</tbody>
</table>

$^a$ In the column, normal text indicates accurate and italic text indicates inaccurate.

$^b$ SOT: sensory organization test.

$^c$ Vis: visual.

$^d$ Som: somatosensory.

$^e$ Ves: vestibular.

**Results**

### Data Presentation and Assessment of the Raw Data

Boxplots of the data showing the median (thick line), IQR (box edges), and 95% CI (whiskers) for each condition were created (Figure 2). Visual inspection of the data indicated symmetry in most conditions and increased variability in the more challenging conditions (conditions 4-6).
Figure 2. Boxplots of all data collected in comparable SOT (light) and VR (dark) conditions. The median value (thick line), IQR (box edges), and 95% CI (whiskers) are indicated. SOT: sensory organization test; VR: virtual reality.

Reliability of the eEI

Intraclass correlations between EI and eEI in similar conditions were evaluated and are presented alongside Bland-Altman plots in Figure 3 [17]. SOT conditions 1, 2, 3, and 6 demonstrated moderate consistency and absolute agreement with their similar VR condition counterparts. Meanwhile, SOT conditions 4 and 5 showed poor consistency and absolute agreement with similar VR conditions. The Bland-Altman plots provide a visual representation of agreement between two measurements by plotting the absolute agreement or mean difference between measurements on the vertical axis against the average of the two measurements on the horizontal axis.

Figure 3. Bland-Altman plots comparing the equilibrium index and estimated equilibrium index from the Equitest and VR SOT, respectively. The Pearson correlation coefficient (r), intraclass correlation coefficient for absolute agreement (ICCa), and intraclass correlation coefficient for consistency (ICCc) are provided. SOT: sensory organization test; VR: virtual reality.
Correlation of the EI With Force Plate Measurements

Pearson correlation coefficients were calculated between the Equitest EI and balance measures derived from COP data (Table 3). Weak to moderate significant correlations were identified between EI and eEI in SOT conditions 1 ($r=0.454, P=0.045$), 2 ($r=0.566, P=0.009$), 3 ($r=0.652, P=0.002$), and 6 ($r=0.597, P=0.005$). Additionally, weak to moderate significant correlations were identified between EI and 95% ellipse area in conditions 1 ($r=-0.453, P=0.045$), 2 ($r=-0.506, P=0.02$), and 6 ($r=-0.500, P=0.03$) and AP DFA $\alpha$ in condition 1 ($r=-0.511, P=0.02$). No other relevant correlations were identified between the Equitest EI and balance measurements derived from the COP data.

Table 3. Pearson correlation coefficients between force plate measurements (columns) and the equilibrium index during each sensory organization test condition.

<table>
<thead>
<tr>
<th>Condition</th>
<th>eEI</th>
<th>95% ellipse area</th>
<th>Path length</th>
<th>AP DFA $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOT 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>0.454</td>
<td>$-0.453$</td>
<td>$-0.130$</td>
<td>$-0.511$</td>
</tr>
<tr>
<td>$P$</td>
<td>0.045</td>
<td>0.045</td>
<td>0.59</td>
<td>0.02</td>
</tr>
<tr>
<td>SOT 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>0.566</td>
<td>$-0.506$</td>
<td>$-0.400$</td>
<td>$-0.041$</td>
</tr>
<tr>
<td>$P$</td>
<td>0.009</td>
<td>0.02</td>
<td>0.08</td>
<td>0.86</td>
</tr>
<tr>
<td>SOT 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>0.652</td>
<td>$-0.329$</td>
<td>$-0.068$</td>
<td>$-0.234$</td>
</tr>
<tr>
<td>$P$</td>
<td>0.002</td>
<td>0.17</td>
<td>0.78</td>
<td>0.33</td>
</tr>
<tr>
<td>SOT 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>0.209</td>
<td>$-0.143$</td>
<td>$-0.332$</td>
<td>$-0.007$</td>
</tr>
<tr>
<td>$P$</td>
<td>0.39</td>
<td>0.56</td>
<td>0.16</td>
<td>0.98</td>
</tr>
<tr>
<td>SOT 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>0.052</td>
<td>$-0.242$</td>
<td>$-0.241$</td>
<td>0.027</td>
</tr>
<tr>
<td>$P$</td>
<td>0.83</td>
<td>0.30</td>
<td>0.31</td>
<td>0.91</td>
</tr>
<tr>
<td>SOT 6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$</td>
<td>0.597</td>
<td>$-0.500$</td>
<td>$-0.334$</td>
<td>$-0.174$</td>
</tr>
<tr>
<td>$P$</td>
<td>0.005</td>
<td>0.03</td>
<td>0.15</td>
<td>0.46</td>
</tr>
</tbody>
</table>

*EIE: estimated equilibrium index.

*AP DFA $\alpha$: anterior-posterior detrended fluctuation analysis scaling exponent alpha.

*SOT: sensory organization test.

Discussion

This research has demonstrated the plausibility of using VR as an alternative to the Equitest when conducting a SOT. Although not a perfect replacement, eEI demonstrated reasonable correlations and ICCs with the clinical standard in several of the SOT conditions. Continued improvements to the VR testing environment need to be made to have more confidence in its use as a potential replacement. For example, the VR device may do a good job at mimicking the visual conditions of the SOT, but the foam mat might not equivocally disrupt somatosensory information compared with the SOT. This is supported by seeing higher correlations between EI and eEI in the intact than inaccurate somatosensory conditions (conditions 1, 2, and 3 versus conditions 4 and 5). Additionally, this study identified a number of correlations between the Equitest system and typical balance measurements derived from COP data on a force plate. Aside from eEI, 95% ellipse area and AP DFA $\alpha$ had some correlations with the clinical test. It is not surprising that these correlations were somewhat sparse as they distinctly measure different characteristics of balance. The SOT measures only AP sway magnitude, while COP data can be used to calculate sway magnitude in the frontal and sagittal planes combined or to measure aspects of how variability is structured in an individual plane. For example, 95% ellipse area quantifies the gross postural control behavior during quiet stance [18] and AP DFA $\alpha$ quantifies the structure of variability within an individual’s AP sway trajectory (ie, how random or deterministic the data is) [19], whereas EI evaluates how close an individual gets to a theoretical limit of stability [20]. The measures evaluated in this study were selected to represent a small array of postural control measurements, and future research should evaluate the clinical utility of individual metrics.

The recent surge in consumer-ready VR headsets has the potential to greatly reduce the cost of conducting balance assessments while also providing additional accessibility to sites outside of the clinic, for example, on the sideline during an athletic event. Likewise, using force plates opens access to
raw, processed, and derived outcome measures that take advantage of the full scope of postural dynamics and present the opportunity to have more accurate information at the clinician’s disposal. In the future, it may even be possible to accurately assess balance (and gait) using only the self-contained tracking of VR headsets. This research serves as a point from which we can merge motor control assessments with the accelerating advancements in consumer technologies.
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- **6DoF**: six degrees of freedom
- **AP**: anterior-posterior
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- **eEI**: estimated equilibrium index
- **EI**: equilibrium index
- **ICC**: intraclass correlation coefficient
- **SOT**: sensory organization test
- **VR**: virtual reality
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Abstract

Background: Neonatal resuscitation involves a complex sequence of actions to establish an infant’s cardiorespiratory function at birth. Many of these responses, which identify the best action sequence in each situation, are taught as part of the recurrent Neonatal Resuscitation Program training, but they have a low incidence in practice, which leaves health care providers (HCPs) less prepared to respond appropriately and efficiently when they do occur. Computer-based simulators are increasingly used to complement traditional training in medical education, especially in the COVID-19 pandemic era of mass transition to digital education. However, it is not known how learners’ attitudes toward computer-based learning and assessment environments influence their performance.

Objective: This study explores the relation between HCPs’ attitudes toward a computer-based simulator and their performance in the computer-based simulator, RETAIN (REsuscitation TrAINing), to uncover the predictors of performance in computer-based simulation environments for neonatal resuscitation.

Methods: Participants were 50 neonatal HCPs (45 females, 4 males, 1 not reported; 16 respiratory therapists, 33 registered nurses and nurse practitioners, and 1 physician) affiliated with a large university hospital. Participants completed a demographic presurvey before playing the game and an attitudinal postsurvey after completing the RETAIN game. Participants’ survey responses were collected to measure attitudes toward the computer-based simulator, among other factors. Knowledge on neonatal resuscitation was assessed in each round of the game through increasingly difficult neonatal resuscitation scenarios. This study investigated the moderating role of mindset on the association between the perceived benefits of understanding the terminology used in the computer-based simulator, RETAIN, and their performance on the neonatal resuscitation tasks covered by RETAIN.

Results: The results revealed that mindset moderated the relation between participants’ perceived terminology used in RETAIN and their actual performance in the game ($F_{3,44}=4.56, R^2=0.24, \text{adjusted } R^2=0.19; P=.007; \text{estimate}=-1.19, SE=0.38, t_{44}=-3.12, 95\% \text{ CI} = -1.96 \text{ to } -0.42; P=.003$). Specifically, participants who perceived the terminology useful also performed better but only when endorsing more of a growth mindset; they also performed worse when endorsing more of a fixed mindset. Most participants reported that they enjoyed playing the game. The more the HCPs agreed that the terminology in the tutorial and in the game was accessible, the better they performed in the game, but only when they reported endorsing a growth mindset exceeding the average.
mindset of all the participants ($F_{3,44}=6.31$, $R^2=0.30$, adjusted $R^2=0.25$; $P=.001$; estimate=–1.21, SE=0.38, $t_{44}=–3.16$, 95% CI –1.99 to –0.44; $P=.003$).

**Conclusions:** Mindset moderates the strength of the relationship between HCPs’ perception of the role that the terminology employed in a game simulator has on their performance and their actual performance in a computer-based simulator designed for neonatal resuscitation training. Implications of this research include the design and development of interactive learning environments that can support HCPs in performing better on neonatal resuscitation tasks.

(JMIR Serious Games 2020;8(4):e21855) doi:10.2196/21855
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**Introduction**

**Background**

Approximately 1 in 10 infants worldwide will require some degree of neonatal resuscitation at birth to support their circulation and breathing [1]. Infants may receive assistance across 4 categories of sequential actions: initial stabilization (provide warmth, clear airways, dry, stimulate, and reevaluate), ventilation, chest compressions, and administration of epinephrine and volume expansion [2]. These actions, including a continuous evaluation of the infant, must be performed rapidly, yet accurately. Moreover, these actions are usually performed collaboratively in teams of specialized health care providers (HCPs), which adds complexity to an already high-stress, time-sensitive task of saving an infant’s life, as miscommunication can lead to errors and waste precious time [3]. Furthermore, 1% of the infants require more extensive resuscitation measures, such as chest compression and epinephrine [4].

Many HCPs may encounter these types of high-acuity low-opportunity events once in their careers. Such events require exceptional expertise, team dynamics, as well as cognitive and psychomotor acuity. Due to the rare occurrence of these highly specialized events and their collaborative, team-based nature, breakdown in HCP communication is the leading cause of neonatal death [5]. In such situations, deviation from the neonatal resuscitation protocol can occur. Specifically, it is estimated that human error causes over two-thirds of morbidity and mortality in neonatal resuscitation cases [5]. Moreover, these errors are directly proportional to the complexity of the resuscitation [6].

HCPs experience decline in skills after training over time [7]. This presents a challenge, given the limited exposure of HCPs (novice and expert alike) to challenging, realistic, complex, high-risk, and rarely occurring scenarios, compounded by infrequent hands-on experiences in traditional medical education. One potential strategy to compensate for this scarcity is periodic simulation-based training to acquire and maintain expertise [8], especially in medical education [9]. Health care education has employed simulations that represent abstracts of real-life scenarios and that incorporate expert knowledge models to provide alternative opportunities for training and learning [10]. Moreover, neonatal resuscitation guidelines recommend the use of simulation-based medical education as a solution to mitigate the loss of skills over time and to decrease human error in the delivery room [11]. Several researchers have used computer-based simulations successfully in pediatric and neonatal resuscitation for the last 2 decades to improve performance and learning [12-16].

Simulations have several benefits over more traditional training experiences. They offer deliberate practice and experiential learning opportunities associated with better learning, especially when they foster a safe and supportive environment, where making mistakes is welcomed as an opportunity to uncover and remedy gaps in knowledge [17,18]. Simulation is a safer alternative, as no real patients are required. Furthermore, it puts neither the patient nor the trainee at risk, especially in neonatal resuscitation when the outcome in the real situation may be the loss of life or in simulating infectious diseases when the outcome may be the contamination of the trainee. In neonatal resuscitation, simulations showed several benefits for HCPs [19-21]. In some cases, simulations can be used anytime and anywhere and can reproduce rarely occurring training scenarios and can tune the difficulty and complexity of the scenario to exemplify the phenomena of interest. Simulations can also provide immediate expert feedback and diagnostic assessment, which were also found to support learning. Importantly, the experiential nature of the simulations and the similarity of simulated scenarios with real-life situations may help the participant transfer the skills learned, for instance, from the simulation to the delivery room [22]. However, very few studies were conducted to specifically target transfer. For instance, in a recent scoping review of medical student training in eHealth, none of the articles reviewed aimed to demonstrate that the eHealth training of medical students transferred outside the simulation environment [23].

**The REsuscitation TrAINing Simulator**

The RETAIN (REsuscitation TrAINing) simulator employed in this study is a computer role-playing game [24,25] that was designed to support novice HCPs in acquiring neonatal resuscitation knowledge and to assist expert HCPs in refreshing their knowledge, especially by exposing them to novel, complex, and rarely occurring scenarios, in between taking the Neonatal Resuscitation Program (NRP) refresher courses [26]. The game is also relatively short, up to 10 minutes, which fits in an HCP’s busy schedule, and it is easily accessible, as it only requires a computer.
Although there is a paucity of computer-based simulators, they have been found to improve knowledge and decision-making skills [27-30]. However, few studies have examined participants’ experiences in these environments and the attitudes (eg, mindsets or theories of intelligence) they bring to these tasks [31]. Thus, this study adds to the research body on neonatal resuscitation simulators by analyzing the survey responses and computer-based game simulator performance of HCPs to gain an insight into their perceptions of the simulation environment, their performance on these tasks, and the relationship between their attitudes and performance. This exploration is prompted by the belief that individuals who endorse a growth mindset are more interested in mastery and work harder to overcome barriers and achieve their goals, as they believe that intelligence and ability are malleable; concomitantly, those who endorse a fixed mindset are more interested in performance and do not work as hard, as they do not believe that they can change their abilities [31]. The objectives of this study were (1) to determine whether attitudes toward the simulator hinder or enhance HCPs’ performance in a neonatal resuscitation computer-based game simulation and (2) to examine whether the HCP’s mindset moderates this relationship between attitudes and performance. We hypothesized that HCPs’ mindset would strengthen the relation between their perceived performance, given their understanding of the terminology used in the neonatal resuscitation simulator and their actual performance in this environment.

This study contributes to understanding the influence of HCPs’ mindset and perceptions of computer-based game simulations for neonatal resuscitation on their performance. Moreover, these noncognitive factors are examined in conjunction with HCPs’ performance in increasingly difficult neonatal resuscitation scenarios, providing an insight into cognitive factors and into the impact of attitudes on performance. Lessons learned from this study may help medical education instructors incorporate computer-based game simulations in their training and instructional practice.

### Methods

#### Participants

Fifty HCPs (45 females, 4 males, and 1 not reported), who had completed their NRP [26] training within the 24 months preceding this study, were recruited voluntarily from the neonatal intensive care unit (NICU) at the Royal Alexandra Hospital, Edmonton, Canada, a tertiary perinatal center delivering over 6500 infants every year. The sample consisted of 16 respiratory therapists, 33 registered nurses and nurse practitioners, and 1 physician, which was representative of the HCP population within the NICU. The study was performed at the bedside in the NICU and it was approved by the Human Research Ethics Board at the University of Alberta (Pro00064234). Written informed consent was obtained from all HCPs prior to participation and no participants were excluded. None of the participants had any prior experience with the RETAIN computer-game simulation.

#### Study Setup

The study was conducted based on a computer-based game simulator RETAIN (for HCPs) at the simulation laboratory at the Centre for the Studies of Asphyxia and Resuscitation [32]. RETAIN was designed to support HCPs in practicing their neonatal resuscitation knowledge in between regular NRP [26] refresher courses. In the RETAIN computer-based game simulator, participants, assuming the role of a neonatologist, tackled increasingly difficult simulated neonatal resuscitation scenarios in each of the 3 rounds of the game, each of which required first repeating and then extending the steps taken on the previous rounds. Their avatar (ie, a medical doctor) needed to perform 4 categories of sequential actions: initial stabilization, ventilation, chest compressions, and administration of epinephrine and volume expansion to assist an infant at birth. For example, the last game round required the player to perform mask ventilation, chest compression, and administer epinephrine to stabilize the infant. The participants had a limited amount of time to complete the neonatal resuscitation scenario presented in each game round, as the game provided a countdown that simulated the urgency of a real-world, high-stakes, fast-paced delivery room. Players were allowed to advance to the next game round only if they made at most 4 mistakes in the current game round. Otherwise, they were required to repeat that round.

#### Procedure and Data Collection

All participants completed 2 surveys—one before and 1 after completing the computer-based simulation. The presurvey included demographic and educational background items (eg, time in months since the participant’s last NRP course), whereas the postsurvey consisted of attitudinal items, including their views on the current computer simulation and mindset (eg, the terminology or phrasing used did not impede your ability to complete the steps). Attitudinal items included in the postsurvey used a 5-point Likert scale (1: Strongly disagree, 2: Disagree, 3: Neutral, 4: Agree, and 5: Strongly agree).

Between the surveys, the participants played the RETAIN computer game. This particular game version was implemented using the Aurora game engine of the award-winning Neverwinter Nights computer role-playing game [33]. The game started with a short tutorial presenting a practice scenario that familiarized players with the mechanics of the game. Then, the participants played 3 consecutive game rounds that presented resuscitation scenarios of increasing difficulty, each encompassing the steps taken in the previous rounds. The game took an average of 8.47 minutes to play. More details about this game are presented in previous studies [24,25,34]. Learning analytics regarding participants’ performance and behaviors were tracked within the computer-game simulator.

#### Performance Measures

**Number of Tries:** The outcome variable employed in this study represents the number of tries performed in the game. This measure ranged from 32 (ie, the participant solved all the scenarios from the first try) to 54 (ie, the participant took more tries to solve the game scenarios).
Attitudinal Measures

All the following items were rated on a Likert scale from 1 (Strongly disagree) to 5 (Strongly agree), as mentioned above.

1. Enjoyment: This variable captured the participants’ response values to the following statement, that is, “Did you enjoy playing this game?”

2. Tutorial Terminology: The predictor variable captured the participants’ response values to the following statement, that is, “The terminology used did not impede your ability to complete the steps.”

3. Terminology Used: We also considered another predictor variable that captured the participants’ response values to the following statement about the entire game, that is, “The terminology or phrasing used did not impede your ability to complete the steps.”

4. Mindset: The moderator variable captured the participants’ response values to 4 items that probed participants’ theories of intelligence (ie, mindsets) [31]. Two items were related to fixed mindset or the belief that intelligence is fixed (Fixed Mindset 1: “You can’t really do much to change how good you are at your job” and Fixed Mindset 2: “You can learn new things, but you cannot really change how good you are at your job”), while 2 other items were related to growth mindset or the belief that intelligence is malleable (Growth Mindset 1: “You can always change how good you are at your job with practice”). All items were positively stated, except for the 2 fixed-mindset items, which were reverse-coded. Then, a Mindset variable was obtained by adding the growth-mindset items and the reversed fixed-mindset items: 12 – (Fixed Mindset 1 + Fixed Mindset 2) + (Growth Mindset 1 + Growth Mindset 2).

Statistical Analyses

All analyses were performed using version 4.0.2 of the R [35] statistical software. They included descriptive statistics and tests of association, including correlation and regression analyses, to test the moderation effect for continuous interactions.

Descriptive analyses: First, we computed the summary statistics of the study variables by using the `summary` function and the `describe` function of the Hmisc [36] package in R. Second, we explored the relationships between the variables included in this study. Specifically, we conducted two-fold correlation analyses between the outcome variable and the 2 mean-centered predictor and moderator variables: (1) Spearman correlations using the `corr.test` function of the psych [37] package, which also generates confidence intervals, and (2) robust correlations to compute the percentage-bend correlation coefficient, using the `pbcor` function of the WRS2 [38] package in R.

Multiple regression analyses: These analyses, which were conducted using the `lm` built-in function in R [35], probed whether the moderator influenced the strength of the relation between each predictor variable and the outcome variables employed in this study. First, linearity assumptions of the multiple linear regression analysis were tested using the gvlma [39] package in R. Multicollinearity tests were conducted to ascertain whether multicollinearity was problematic for any of the models. The updated quantile-comparison plots for the robust models are shown in Figures S2, S3, S5, and S6 in Multimedia Appendix 1. Then, the Johnson-Neyman [40,41] technique was conducted to test the interaction, as the variables involved were continuous. We used the `sim_slopes` and the `johnson_neyman` functions of the `interactions` [42] (former jtools) R package to determine the regions of significance (ie, the precise range of the moderator values for which the main effect of the predictor on the outcome is statistically significantly different from zero) for simple slopes. The Johnson-Neyman technique displays 95% confidence bands around the regression line (ie, representing a multiplicative interaction effect model) showing how the main effect varies across the values of a moderator. Both the predictor and the moderator variables were mean-centered for this analysis to account for the multicollinearity caused by the association between the independent variables and for ease of result interpretation.

Results

Descriptive Analyses

Table 1 presents the descriptive statistics together with the correlation results for both Spearman and robust correlations.
Table 1. Descriptive statistics for the study variables, Spearman correlation coefficients and their confidence intervals for the study variables, and robust correlation coefficients.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Tutorial Terminology</th>
<th>Terminology Used</th>
<th>Mindset</th>
<th>Number of Tries</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Spearman correlations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tutorial Terminology</td>
<td>—a</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Terminology Used</td>
<td>0.75(^b) [0.60, 0.85]</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Mindset</td>
<td>0.20 [–0.08, 0.45]</td>
<td>0.12 [–0.17, 0.38]</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Number of Tries</td>
<td>0.08 [–0.20, 0.35]</td>
<td>0.09 [–0.20, 0.36]</td>
<td>–0.15 [–0.41, 0.14]</td>
<td>—</td>
</tr>
<tr>
<td><strong>Robust correlations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tutorial Terminology</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Terminology Used</td>
<td>0.73(^b)</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Mindset</td>
<td>0.23</td>
<td>0.14</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Number of Tries</td>
<td>0.11</td>
<td>0.09</td>
<td>–0.15</td>
<td>—</td>
</tr>
<tr>
<td>Participants (n)</td>
<td>50</td>
<td>50</td>
<td>48</td>
<td>50</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>4.46 (0.61)</td>
<td>4.30 (0.71)</td>
<td>17.79 (2.32)</td>
<td>35.72 (4.16)</td>
</tr>
<tr>
<td>Minimum</td>
<td>2</td>
<td>2</td>
<td>12</td>
<td>32</td>
</tr>
<tr>
<td>Maximum</td>
<td>5</td>
<td>5</td>
<td>20</td>
<td>54</td>
</tr>
<tr>
<td>Skewness</td>
<td>–1.15</td>
<td>–1.15</td>
<td>–0.86</td>
<td>2.16</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2.64</td>
<td>2.11</td>
<td>–0.01</td>
<td>5.69</td>
</tr>
<tr>
<td>SE</td>
<td>0.09</td>
<td>0.10</td>
<td>0.34</td>
<td>0.59</td>
</tr>
</tbody>
</table>

\(^a\)Not applicable.
\(^b\)The correlation was significant at \(P<.001\).

Figure 1 shows that most participants agreed or strongly agreed with the statements regarding *Tutorial Terminology* and *Growth Mindset* but disagreed and strongly disagreed with the statements related to *Fixed Mindset*. Additionally, most participants reported that they enjoyed the game, with a mean (SD) of 4.04 (0.68) as well as a median and a mode of 4 on a self-reported item measuring participants’ gameplay enjoyment.
**Multiple Regression Analyses**

We conducted a moderation analysis to examine whether the relationship between the continuous predictor, *Tutorial Terminology* in Model 1 (*Terminology Used* in Model 2, respectively) and the dependent continuous variable, *Number of Tries*, was moderated by the continuous variable, *Mindset*.

Multicollinearity tests yielded variance inflation factor (VIF) values near 1.0 and less than 5.0 for both Model 1 (VIFpredictor=1.14, VIFmoderator=1.01, and VIFinteraction=1.13) and Model 2 (VIFpredictor=1.29, VIFmoderator=1.00, and VIFinteraction=1.29), indicating that multicollinearity was not problematic for any of the 2 models.

The Shapiro-Wilk normality test revealed that the outcome variable was not normally distributed (W=0.75, *P*<.001). The residuals of Model 1 and Model 2 were also not normally distributed, as shown in the quantile-comparison plot of Figure S1 and Figure S4, respectively, included in Multimedia Appendix 1. Thus, a robust linear regression, which also provides robustness to outliers, was conducted using the `lmrob` function of the `robustbase` [43] packages in R for heteroscedasticity-robust fitting of linear regression models to compute a fast M estimator [44,45].

**Model 1: Tutorial Terminology, Mindset, and Number of Tries**

The findings shown in Table 2 revealed that the more the HCPs agreed that the *Tutorial Terminology* did not impede their ability to complete the tutorial scenarios, the fewer tries they needed to complete the game, but this association was significant only for those who endorsed more of a growth mindset (ie, exceeded the average mindset value across the sample).
Table 2. Johnson-Neyman moderator analysis for model 1: Mindset moderates the relationship between Tutorial Terminology and Number of Tries across the gamea.

<table>
<thead>
<tr>
<th>Effect (n=48)</th>
<th>Estimate</th>
<th>SE</th>
<th>t (df)</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Coefficients</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>35.67</td>
<td>0.50</td>
<td>70.91 (44)</td>
<td>[34.65, 36.68]</td>
<td>&lt;.001 b</td>
</tr>
<tr>
<td>Tutorial Terminology</td>
<td>-1.36</td>
<td>0.87</td>
<td>-1.55 (44)</td>
<td>[-3.12, 0.40]</td>
<td>.13</td>
</tr>
<tr>
<td>Mindset</td>
<td>-0.16</td>
<td>0.22</td>
<td>-0.75 (44)</td>
<td>[-0.60, 0.28]</td>
<td>.46</td>
</tr>
<tr>
<td>Tutorial Terminology:Mindset</td>
<td>-1.21</td>
<td>0.38</td>
<td>-3.16 (44)</td>
<td>[-1.99, -0.44]</td>
<td>.003</td>
</tr>
<tr>
<td><strong>Simple slopes analysis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>When moderator = -2.32 (-1SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slope of moderator</td>
<td>1.46</td>
<td>1.44</td>
<td>1.01 (44)</td>
<td>N/A d</td>
<td>.32</td>
</tr>
<tr>
<td>Conditional intercept</td>
<td>36.01</td>
<td>0.71</td>
<td>50.56 (44)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>When moderator = 0.00 (Mean)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slope of moderator</td>
<td>-1.36</td>
<td>0.87</td>
<td>-1.55 (44)</td>
<td>N/A</td>
<td>.13</td>
</tr>
<tr>
<td>Conditional intercept</td>
<td>35.70</td>
<td>0.50</td>
<td>71.11 (44)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>When moderator = 2.32 (+1SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slope of moderator</td>
<td>-4.18</td>
<td>1.02</td>
<td>-4.11 (44)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Conditional intercept</td>
<td>35.38</td>
<td>0.72</td>
<td>49.35 (44)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Robust linear regression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>34.50</td>
<td>0.39</td>
<td>88.09 (44)</td>
<td>[33.72, 35.29]</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Tutorial Terminology</td>
<td>1.31</td>
<td>0.68</td>
<td>1.92 (44)</td>
<td>[-0.07, 2.69]</td>
<td>.06</td>
</tr>
<tr>
<td>Mindset</td>
<td>-0.13</td>
<td>0.13</td>
<td>-0.96 (44)</td>
<td>[-0.39, 0.14]</td>
<td>.34</td>
</tr>
<tr>
<td>Tutorial Terminology:Mindset</td>
<td>-0.72</td>
<td>0.27</td>
<td>-2.70 (44)</td>
<td>[-1.26, -0.18]</td>
<td>.01</td>
</tr>
</tbody>
</table>

aModel fit: $F_{3,44}=6.31$, $R^2=0.30$, adjusted $R^2=0.25$; $P=.001$.

bThe values in italics were significant at $P<.001$.

cThe moderator was the centered mindset variable.

dN/A: not applicable.

The Johnson-Neyman interval indicated that when Mindset was outside the interval $[-5.10, 0.28]$, the slope of Tutorial Terminology was statistically significant at the $P<.05$ level, with the range of observed values of Mindset being $[-5.79, 2.21]$. Specifically, this relationship was significant when the value of the mean-centered Mindset variable was included in the intervals $[-5.79, -5.10)$ or $(0.28, 2.21]$, which corresponds to the value of the noncentered Mindset variable being included in the intervals $[12, 12.69]$ or $(18.07, 20]$, as its mean was 17.79 as shown in Table 1. The linear model fitted using an MM-type estimator (ie, the M estimator) yielded the same results as the original nonrobust linear regression model and it identified 4 outlier observations, as shown in Table 2.

Figure 2 displays a plot of conditional effects showing how the effect of the influence exerted by the independent variable (Tutorial Terminology) on the dependent variable (Number of Tries) is conditional on the full range of the moderator (Mindset). This figure displays the adjusted effect of the Tutorial Terminology on Number of Tries (y axis) across all continuous values of Mindset (x axis). For any values of the moderator for which the confidence bands do not contain 0, the effect of the predictor on the outcome is significantly different from 0 at the $P=.05$ level.

Figure 3 shows the effect of Tutorial Terminology (x axis) on the Number of Tries (y axis) at 3 levels of Mindset: low (1 standard deviation lower than the mean), moderate (mean), and high (1 standard deviation higher than the mean).
Figure 2. The Johnson-Neyman interaction intervals for Model 1 with Tutorial Terminology as a predictor. The region of significance is determined by the locations where the upper and lower bounds of the 95% confidence interval intersect zero.

Figure 3. Model 1 interaction plot: the relationship between the Tutorial Terminology predictor and the Number of Tries dependent variable is significant only for very low or very high levels of the Mindset moderator.

Model 2: Terminology Used, Mindset, and Number of Tries
The findings shown in Table 3 also revealed that the more the HCPs agreed that the overall Terminology Used in the game did not impede their ability to complete the steps, the fewer tries they took to complete the game, but this association was significant only for those who endorsed more of a growth mindset (ie, exceeded the average mindset value).
### Table 3. Johnson-Neyman moderator analysis for model 2: Mindset moderates the relationship between Terminology Used and Number of Tries across the game.

<table>
<thead>
<tr>
<th>Effect (n=48)</th>
<th>Estimate</th>
<th>SE</th>
<th>t (df)</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Coefficients</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>35.56</td>
<td>0.52</td>
<td>68.05 (44)</td>
<td>[34.51, 36.61]</td>
<td>&lt;.001&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Terminology Used</td>
<td>−0.01</td>
<td>0.84</td>
<td>−1.01 (44)</td>
<td>[−1.70, 1.69]</td>
<td>.99</td>
</tr>
<tr>
<td>Mindset</td>
<td>−0.21</td>
<td>0.23</td>
<td>−0.92 (44)</td>
<td>[−0.67, 0.25]</td>
<td>.36</td>
</tr>
<tr>
<td>Terminology Used: Mindset</td>
<td>−1.19</td>
<td>0.38</td>
<td>−3.12 (44)</td>
<td>[−1.96, −0.42]</td>
<td>.003</td>
</tr>
<tr>
<td><strong>Simple slopes analysis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>When moderator&lt;sup&gt;c&lt;/sup&gt; = −2.32 (−1SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slope of moderator</td>
<td>2.77</td>
<td>1.48</td>
<td>1.86 (44)</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>.07</td>
</tr>
<tr>
<td>Conditional intercept</td>
<td>36.02</td>
<td>0.74</td>
<td>48.45 (44)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>When moderator = 0.00 (Mean)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slope of moderator</td>
<td>−0.01</td>
<td>0.84</td>
<td>−0.01 (44)</td>
<td>N/A</td>
<td>.99</td>
</tr>
<tr>
<td>Conditional intercept</td>
<td>35.56</td>
<td>0.52</td>
<td>68.06 (44)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>When moderator = 2.32 (+1SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slope of moderator</td>
<td>−2.78</td>
<td>0.89</td>
<td>−3.13 (44)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Conditional intercept</td>
<td>35.10</td>
<td>0.74</td>
<td>47.21 (44)</td>
<td>N/A</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Robust linear regression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>34.72</td>
<td>0.53</td>
<td>66.12 (44)</td>
<td>[33.66, 35.78]</td>
<td>&lt;.001&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Terminology Used</td>
<td>1.40</td>
<td>0.72</td>
<td>1.95 (44)</td>
<td>[−0.04, 2.84]</td>
<td>.06</td>
</tr>
<tr>
<td>Mindset</td>
<td>−0.28</td>
<td>0.18</td>
<td>−1.60 (44)</td>
<td>[−0.64, 0.07]</td>
<td>.12</td>
</tr>
<tr>
<td>Terminology Used: Mindset</td>
<td>−0.66</td>
<td>0.29</td>
<td>−2.30 (44)</td>
<td>[−1.23, −0.08]</td>
<td>.03</td>
</tr>
</tbody>
</table>

<sup>a</sup>Model fit: $F_{3,44}=4.56$, $R^2=0.24$, adjusted $R^2=0.19$; $P=.007$.

<sup>b</sup>The values in italics were significant at $P<.001$.

<sup>c</sup>The moderator was the centered mindset variable.

<sup>d</sup>N/A: not applicable.

The Johnson-Neyman interval yielded that when Mindset was outside the interval [−2.76, 1.25], the slope of Terminology Used was statistically significant at the $P<.05$ level, with the range of observed values of Mindset being [−5.79, 2.21], as in Model 1. Specifically, this relationship was significant when the value of the mean-centered Mindset variable was included in the intervals [−5.79, −2.76) or (1.25, 2.21), which is equivalent to the value of the noncentered Mindset variable being included in the intervals [12, 15.03) or (19.04, 20], as its mean was 17.79 as shown in Table 1. As before, the linear model fitted using an MM-estimator yielded the same results as the original nonrobust linear regression model and it identified 1 outlier, as shown in Table 3. Figure 4 shows a plot of conditional effects for Model 2. Figure 5 shows the effect of Terminology Used (x axis) on Number of Tries (y axis) for 3 levels of Mindset.
**Discussion**

**Primary Outcomes**

The results of this study revealed that the more the HCPs agreed that the terminology used in both the tutorial and the game did not impede their game experience, the better they performed in the game, but this was only when they endorsed growth-mindset levels exceeding the average growth mindset. Although there have been recent advances in computer-based simulations in terms of their high fidelity and realistic portrayal of real-world environments, few studies have explored HCPs' attitudes toward computer-based simulators, and even fewer have linked their attitudes to mindset and performance. The findings of this study...
reveal that most participants agreed or strongly agreed that the terminology used in the tutorial and in the game did not impede their ability to successfully complete the game. Moreover, the results show that participants strongly endorsed growth mindset and weakly endorsed fixed mindset. Further, the findings show that HCPs largely enjoyed playing the game, which was also echoed in other computer-based simulations for neonatal resuscitation [46,47]. Together with the results regarding the use of terminology in the game, the findings suggest that HCPs appreciate the guided apprenticeship and realism of the simulator. This result is echoed in the literature, with several studies in anesthesiology showing that the use of simulators enhanced participants’ understanding [48].

The results of this study also show that the more the participants agreed with statements about the terminology used in both the tutorial and in the game, the fewer tries they needed to complete the game (ie, the better they performed in the game) but only when they endorsed more of a growth mindset. This is represented by the right region of significance in the Johnson-Neyman interaction plots and by the negative slope when mindset is around 1 standard deviation above the mean. Conversely, the more the participants agreed with statements about the terminology used in both the tutorial and in the game, the more tries they made in the game (ie, the worse they performed in the game) but only when they endorsed more of a fixed mindset. This is represented by the left region of significance in the Johnson-Neyman interaction plots and by the positive slope when mindset is around 1 standard deviation below the mean. A previous research study found that endorsing a growth mindset moderated the relationship between the time elapsed from the last NRP refresher course and the number of mistakes in a neonatal resuscitation task performed in a video game [25], thereby showing the mindset is an important factor to consider in relation to performance. However, that study used 2 constructs for mindset (1 for growth and 1 for fixed mindset), in contrast to 1 mindset continuum employed in this study. Moreover, recent research studies suggest that mindset may influence performance differentially if it is generic or domain-specific [49].

Computer-based game simulators for neonatal resuscitation such as RETAIN provide many opportunities for HCPs to acquire knowledge and practice their skills in a low-cost, low-stakes, and enjoyable learning environment that provides guidance and feedback, opportunities for repetition of missteps, and various levels of difficulty. They may help HCPs interpret complex situations better and thus complement routine refresher courses. This study adds to the literature that shows support for the integration of computer-based simulations in medical education by examining both noncognitive and cognitive factors, as well as the relationship between them.

Future work could also explore collaborative computer-based simulators of neonatal resuscitation. This study used a single-player game simulator, but extensions to multiplayer experiences could test the hypothesis that miscommunications among the team members decrease overall individual performance and infant outcomes.

**Conclusions**

This study examined 50 HCPs’ performance as well as their mindsets and attitudes toward the terminology employed in the RETAIN computer-based simulator. The results revealed that the more the HCPs agreed that the terminology used in the tutorial and in the game did not impede their game experience, the better they performed in the game, but only when they endorsed more of a growth mindset. Conversely, the more they agreed with the terminology statements, the worse they performed in the game, but only when they endorsed more of a fixed mindset. These findings suggest that HCPs’ noncognitive factors such as the perception of the game and their mindsets have a significant impact on their actual performance in the game medium. Thus, one research direction could explore complex cognitive and noncognitive processes that may drive a set of HCP behaviors leading to better neonatal resuscitation performance. As computer-based game simulators are less costly and more practical than traditional training in neonatal resuscitation, future research will examine the role of computer-based game simulators in improving the safety of neonatal resuscitation procedures in the delivery room by investigating potential knowledge transfer, especially for high-risk deliveries.
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Abstract

Background: No treatment for COVID-19 is yet available; therefore, providing access to information about SARS-CoV-2, the transmission route of the virus, and ways to prevent the spread of infection is a critical sanitary measure worldwide. Serious games have advantages in the dissemination of reliable information during the pandemic; they can provide qualified content while offering interactivity to the user, and they have great reach over the internet.

Objective: This study aimed to develop a serious game with the purpose of providing science-based information on the prevention of COVID-19 and personal care during the pandemic while assessing players' knowledge about COVID-19–related topics.

Methods: The study was conducted with the interdisciplinary collaboration of specialists in health sciences, computing, and design at the Federal University of Minas Gerais, Brazil. The health recommendations were grouped into six thematic blocks, presented in a quiz format. The software languages were based on the progressive web app development methodology with the Ionic framework, JavaScript, HTML5, cascading style sheets, and TypeScript (Angular). Open data reports of how users interact with the serious game were obtained using the Google Analytics application programming interface. The visual identity, logo, infographics, and icons were carefully developed by considering a selection of colors, typography, sounds, and images that are suitable for young audiences. Cards with cartoon characters were introduced at the end of each thematic topic to interact with the player, reinforcing their correct answers or alerting them to the need to learn more about the disease. The players' performance was assessed by the rate of incorrect and correct answers and analyzed by linear correlation coefficient over 7 weeks. The agile SCRUM development methodology enabled quick and daily interactions of developers through a webchat and sequential team meetings.

Results: The game “COVID-19–Did You Know?” was made available for free on a public university website on April 1, 2020. The game had been accessed 17,571 times as of September 2020. Dissemination actions such as reports on social media and television showed a temporal correspondence with the access number. The players’ error rate in the topic “Mask” showed a negative trend ($r = –0.83; P = .01$) over the weeks of follow-up. The other topics showed no significant trend over the weeks.

Conclusions: The gamification strategy for health education content on the theme of COVID–19 reached a young audience, which is considered to be a priority in the strategy of orientation toward social distancing. Specific educational reinforcement measures were proposed and implemented based on the players’ performance. The improvement in the users’ performance on the topic about the use of masks may reflect an increase in information about or adherence to mask use over time.

(JMIR Serious Games 2020;8(4):e25226) doi:10.2196/25226
In the context of strict rules on social distancing, a serious digital game can offer significant advantages for the dissemination of information and learning because it does not require the user’s physical presence, increases their interactivity with the content, and provides wide information coverage [12]. A serious game is characterized as a game in which the main purpose is not entertainment and fun [13,14]. Serious games can be powerful tools for the development and acquisition of new knowledge and skills by experienced users as well as by beginners [15].

Objective
The aim of this study was to develop and evaluate a serious game for mobile platforms to provide information about prevention of COVID-19 and personal care during the pandemic.

Methods

Study Design
The applied research in this study has an interdisciplinary profile between medicine, computer science, and design. In this study, the development, implementation, and evaluation of a serious game that addresses topics related to preventive measures and information about COVID-19 is presented. Adolescents are the target audience for this serious game; however, it can also be played by literate children and adults.

Theoretical Basis
A literature review on COVID-19, gamification, serious games, mobile apps, and e-learning was conducted. Concerning the topics on COVID-19 and prevention recommendations, it was decided to use only the information and recommendations available on the WHO website [3]. In addition to the initial research, periodic queries were made to the WHO website to obtain updates on recommendations and guidelines for action. A team of specialists, including physicians, professors, and medical students, reviewed and validated all content used in the serious game.

Learning Objectives
The learning content of this serious game was grouped into six topics that presented specific WHO recommendations for the population, with an emphasis on issues related to the daily lives of teenagers:

- Coronavirus: information about COVID-19 and vulnerable groups
- Mask: why and how to wear masks
- Take Care: transmission of COVID-19
- Cleaning: care for cleaning the home and tools for work and study
- Health: personal health, routines, and life habits
- Social: socializing with friends and school, how to shop, care outside the home

System Requirements
Based on the learning objectives and the identification of the target population, the system requirements were defined and a
search of specialized websites on the characteristics of frequently used devices was conducted. Items such as screen resolution and the amount of internet access via mobile phone, tablet, or desktop [16], as well as aspects such as reach, necessary network specifications, and data consumption were analyzed. The design team also considered specific characteristics for gamification and gameplay [15]. The most important requirements that guided the development are listed below.

- The game is accessible on different platforms (mobile and desktop web).
- It does not require registration to use.
- It does not use gaming platforms that require robust hardware, that is, it is possible to run it with simple processors and little memory.
- It consumes little internet browsing data.
- It maintains the player’s score history.
- It enables sharing of the results of the phases on social networks.
- It enables users to view their personal and global ranking in the game.
- It offers information complementary to the questions of the game.
- It offers information about the project, the institution, and the team.

**Design and Development**

Agile SCRUM development methodology [17] was used in this project, and a multidisciplinary team was systematically gathered around the project. Weekly tasks were defined for each participant according to their qualifications. The tasks were developed during a cycle (“sprint”) lasting 1 week [18]; rapid daily interactions were conducted through a webchat and weekly meetings with the entire team (on the web) to present the results for the week and define new tasks for the new sprint.

To create a multiplatform application, the progressive web app (PWA) software development methodology with the Ionic framework, using JavaScript, HTML5, cascading style sheets (CSS), and TypeScript (Angular) programming languages, was used. For the development, the Visual Studio Code tool [19] was used, and the code management was controlled with the Bitbucket tool [20] to enable the team to collaborate on codes and test them through the Git versioning system [21]. The Web Storage application programming interface (API) [22] was used to store information in the user's browser about the use and performance of the questions.

Open data reporting from the Google Analytics API was used to obtain information on how users interact with serious gaming [23]. Only information related to the use of a game is collected, such as the type of device, screen resolutions, clicks on right and wrong answers, how users accessed the game (via external links, social networks, search engine searches, news sites), and the time spent in the game. Even considering only very generic data, data retention by Google Analytics was configured for maximum storage of 26 months on its servers [24].

**Communication and Diffusion of the Game**

Complementary actions were implemented to diffuse the game. Among these, the creation of social network accounts on Facebook [25] and Instagram [26] are the most notable, in addition to sending emails to the population previously registered for the Faculty of Medicine of Universidade Federal de Minas Gerais (UFMG) newsletter [27]. Emails were also sent specifically to coordinators and teachers of elementary and local high schools.

**Statistical Analysis**

The data used in this analysis were retrieved from the Google Analytics weekly reports. Data such as the access number and the numbers of right and wrong answers were analyzed. Continuous variables are represented as median values and categorical variables for absolute and relative values. Specifically, for the numbers of right and wrong answers, we calculated the hit rates and error rates for each topic aggregated by week. The Pearson correlation coefficient was used to assess the temporal variation over the weeks, and the Student t test was calculated to assess the significance of the results found by the coefficient. The significance used was P<0.05, and the calculations were performed using Google Sheets.

Line graphs were used to present the variation of error rates over the weeks evaluated, and the trend line was presented with the Pearson linear correlation coefficient (r) for topics with statistical significance. Sector charts and maps were also used to describe the categorical variables.

**Ethical Aspects**

This project does not use sensitive user data because the developed game does not involve user registration and does not have an associated database. The data used in the analysis of this study were generated by indirect reports (generated by Google Analytics) and with temporary data regarding access to the site. This project seeks to comply with all data usage laws in force in Brazil and Europe, including clarifying the indirect use of nonsensitive data to the user in an objective, clear, and timely manner. The project was developed and supported by the Center for Health Informatics of the Faculty of Medicine and the School of Architecture at UFMG.

**Results**

The game “COVID–19—Did You Know?” was made available for free on the web on April 1, 2020. Using the PWA methodology, the game was published on the server of the Faculty of Medicine of UFMG; submission to app stores was not required, and the game could be accessed directly on the website [28].

During the development process with the SCRUM methodology, 23 cycles lasting one week were performed. In each cycle, several independent tasks were assigned to the team members, including the literature review, definition of system requirements, quiz preparation, development of the game logic, interfaces, player ranking, final design, software testing, English and Spanish translations, and publication of the game on the web.
Learning Objectives
Learning objectives were defined based on the target population, and the information was grouped into the topics Coronavirus, Mask, Take Care, Cleaning, Health, and Social. Figure 1 shows the six topics with the number of questions created in each set.

![Figure 1. Learning objective topics and number of questions for each topic.](image)

### Topics

<table>
<thead>
<tr>
<th>Topic</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coronavirus</td>
<td>12</td>
</tr>
<tr>
<td>Mask</td>
<td>6</td>
</tr>
<tr>
<td>Take Care</td>
<td>6</td>
</tr>
<tr>
<td>Cleaning</td>
<td>7</td>
</tr>
<tr>
<td>Health</td>
<td>11</td>
</tr>
<tr>
<td>Social</td>
<td>7</td>
</tr>
</tbody>
</table>

The Game
Design experts created the visual identity of the app. A dedicated logo and icons were developed (Figure 1); also, colors and typography were selected to meet the requirements defined in this project. The Attribution-Non-Commercial-Share-Equal 3.0 Brazil license [29] allows the free use of all images, infographics, and information pieces created for noncommercial purposes. Figure 2A shows the splash screen interface, which uses a minimalist concept with the game logo and the brands of the School of Architecture and the Faculty of Medicine of UFMG.

![Figure 2. Interfaces of the initial screens of the game: Splash (A), Home (B), and Menu (C).](image)

The main interface of the serious game, shown in Figure 2B, has buttons to access each set of questions on the defined topics. Along with each icon, a progress bar is displayed showing the player's evolution in the topic. A quick access bar was created at the top, providing the player with easy access to their ranking, changing the language of the game, and other information. In the upper left corner, a standard menu button gives access to all the resources and information in the game (Figure 2C). In the menu, it is possible to reset the score of the game, access the WHO website, learn more information about the topics, and learn more about the project and development team, in addition to consulting the complete Privacy Policy.
The game was developed in multiple languages to reach an audience beyond the borders of Portuguese-speaking countries. The second version of the app became available in September 2020; in addition to the Portuguese language, it added English and Spanish language options. In this version, all questions, answers, feedback, and infographics, as well as the Privacy Policy and complementary information, were translated into the new languages.

When the player selects a topic in the main interface (Figure 2B), they are presented with a set of questions; they can then answer or skip each question (Figure 3A). When the player answers the question, feedback about their right or wrong answer is presented to them (Figure 3B, 3C). Audiovisual effects, including icons, colors, and sounds, were used for the questions as well as for each type of feedback. All images have the alt attributes of the HTML5 language defined according to World Wide Web Consortium recommendations [30]; these attributes help to describe an image when it cannot be reproduced by the browser or even when the user employs reading aid software for the visually impaired.

When the player finishes a topic, a card with a cartoon of a physician appears, congratulating the player for answering the questions and finishing that topic (Figure 4A) or asking them to pay more attention to the topic (Figure 4B). Female and male versions of the cartoon physician appear randomly. The user is also awarded different medals for each successfully completed topic (Figure 4C). The card also contains buttons the user can click to learn more about the topic, continue to the next topic, or post their performance on Facebook.

The Local Storage resource was employed to save user data locally, and Google Analytics was employed to collect nonsensitive user data. To comply with the General Data Protection Regulation (GDPR) in force in Europe and the corresponding Brazilian legislation, a notice about the use of the data is presented as soon as the app starts. This notice informs the user that no personal data are collected but that “cookies” and similar methods can be used to save their score [31]. The use of nonsensitive data is also requested, and the user is invited to read and accept the Privacy Policy containing detailed information (Figure 5-C). The complete text of the Privacy Policy [32] is provided in Multimedia Appendix 1.
Figure 4. Cards with results (A, B) and medal (C) for a topic.

Figure 5. Personal and global ranking (A), disclosure actions (B), and Privacy Policy (C) screens.
The player’s score is stored in their browser using Web Storage technology; therefore, it is possible to show a progress bar on the main screen indicating the user’s evolution by topic (Figure 2B). This also enables the user to compare their performance with that of other players in the global ranking interface (Figure 5A). Moreover, we implemented an algorithm so that when the user selects a topic they have already played, only questions they have not yet answered or for which they gave wrong answers are shown. The global ranking of right answers by topic was calculated from the reports generated by Google Analytics, which in this case collects the number of user clicks on correct or incorrect answers. Users can also opt to disseminate images from the game on social networks (Figure 5B).

The “Learn More” section presents infographics (Figure 6) with tips on how to proceed in situations related to each topic. Tips are provided for practicing physical activity, using masks, actions to take when leaving home, organizing work at home, hand washing care, and other personal care.

Figure 6. Infographics providing complementary information on the topics of the game.
**Evaluation**

This topic shows the data extracted from the reports generated by Google Analytics. Between April 1 and September 13, the game was accessed 17,571 times (Figure 7). In this period, the primary type of device used to access the game was smartphones (79.8%), followed by computers (19.2%) and tablets (1.0%). The average duration of the game use time in the analyzed period was 3 minutes and 34 seconds.

*Figure 7.* Distribution of game access between April and September 2020. Data are adapted from Google Analytics.

Figure 8 contains two graphs showing how the users access the game website and where they access it from. Most of the access types are direct access (79.3%), which includes situations in which the user types the address directly into the browser, accesses links saved in favorites or links in PDF files, and in some cases accesses links in emails (Figure 8A). Then, there is access through references (8.2%), which includes access via links on other sites, such as news reports and articles. Moreover, 7.5% of users arrived at the site by searching for keywords related to the game on searching sites, and 5.1% of users accessed it through links on social networks. Most users were from Brazil (98%). This period of analysis precedes the publication date of the multilanguage version (Figure 8B).

*Figure 8.* Distribution of game users by access channel (A) and by country (B) between April and September 2020. Adapted from Google Analytics.

Adjustments to the software and the Google Analytics settings available from July 20, 2020, also enabled us to extract the users’ correct and incorrect answer rates from the reports by question, both individually and grouped by topic. The correct answer rates for the topics varied between 69% and 89%, as shown in Figure 9.
The error rates were grouped by topic and analyzed weekly (Table 1). A negative trend was observed only for the topic “Mask” ($r=–.83$), with a significant correlation ($P=.01$). The results for the other topics were not significant.

**Table 1.** Error rates by topic per week (July 20 to September 13, 2020).

<table>
<thead>
<tr>
<th>Topic</th>
<th>Error rate per week (%)</th>
<th>$r^a$</th>
<th>$p^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Coronavirus</td>
<td>27.2</td>
<td>24.5</td>
<td>26.2</td>
</tr>
<tr>
<td>Mask</td>
<td>17.0</td>
<td>17.3</td>
<td>19.2</td>
</tr>
<tr>
<td>Take Care</td>
<td>33.0</td>
<td>29.8</td>
<td>30.5</td>
</tr>
<tr>
<td>Cleaning</td>
<td>25.1</td>
<td>24.4</td>
<td>25.0</td>
</tr>
<tr>
<td>Health</td>
<td>18.1</td>
<td>17.4</td>
<td>18.6</td>
</tr>
<tr>
<td>Social</td>
<td>13.5</td>
<td>9.1</td>
<td>10.0</td>
</tr>
</tbody>
</table>

$a$Pearson correlation coefficient.  
$b$Student $t$ test.

The graph in **Figure 10** shows the error rates grouped by topic over the weeks evaluated. The linear trend ($r=–.83$) for the significant topic (Mask) indicated a downward trend in the error rates.

**Figure 10.** Error rates by topic grouped by week (July 20 to September 13, 2020). The linear trend for the Mask topic is significant ($r=–.83$).

**Publicizing Actions**

Images and texts were produced by the design team related to the issues with the highest number of errors analyzed weekly (Figure 11). In this stage, images from the Unsplash [33] and Pexels [34] repositories that are offered free of charge by these platforms were searched for, selected, and used. From these images, graphic pieces were developed and published on the Facebook [25] and Instagram [26] accounts created for the project.
Other actions to publicize the serious game included sending informative emails to the Faculty of Medicine of UFMG newsletter mailing list as well as specific emails to teachers and coordinators of elementary and high schools. The game was also offered as an educational strategy for homeschooling. We contacted 2476 schools by email between April and May and 1020 additional schools in September.

The lowest bounce rates in the Google Analytics reports were observed for users who accessed the game through newspaper links, interviews, and links from Google Classroom (38%).

Software Usability and Testing

The development team sought to meet the heuristic usability principles proposed by Nielsen and Molich [35]. We considered aspects such as offering simple dialogues, speaking the user's language, minimizing the user's memory overhead, maintaining consistent patterns of behavior and icons, offering continuous feedback to the user, providing demarcated exits with options to leave and return, providing shortcuts, avoiding error situations, offering clear error messages when necessary, providing an easy and intuitive interface, and offering help and clear documentation [36].

The serious game was subjected to empirical software development testing. White-box tests were performed to test game structures in specific parts of the development code for each component. Additionally, black-box tests were performed to validate the initially defined system requirements. Functional and nonfunctional items, such as performance, disclosure, acceptance, and release versions (alpha and beta), were evaluated. The observed inconsistencies were included in adjustments and incremental corrections in subsequent phases (sprints) of the development cycle.

Additionally, at least one visually impaired person played the game. His report was positive; he stated that he managed to use the game clearly with the aid of a specific reader for the visually impaired. He also reported the lack of information about the images related to the end of each topic. His feedback led to subsequent adjustments to improve the experience for visually impaired users, such as the inclusion of alternative text for these images.

Discussion

Principal Findings

The members of the multidisciplinary team, composed of physicians, designers, programmers, teachers, and students, were able to propose and develop solutions based on multiple aspects to implement the identified requirements, as recommended by Caserman and collaborators [15]. The weekly meetings were used as benchmarks to present the results of the week, evaluate the already implemented items, and propose new requirements for the development of an effective and attractive serious game.

The SCRUM development methodology proved to be efficient, enabling the division of the project into small increments; this methodology allowed for tests, rapid changes when necessary, and weekly deliveries to the end user. Functional software deliveries in a shorter period (1 week) generated greater customer satisfaction and provided a development environment with motivated individuals, as reported by Tobias and Spanier [37].

On January 30, 2020, the WHO declared that the outbreak of a disease caused by a new coronavirus, called COVID-19, constituted a Public Health Emergency of International Concern. This statement aimed to improve coordination, cooperation, and global solidarity to attempt to stop the spread of the new coronavirus. On March 11, 2020, the WHO characterized COVID-19 as a pandemic. Since the declaration of the outbreak and the characterization of the pandemic, the WHO has sought to inform the population about the health risks presented by COVID-19, considering that reliable information is as important as other protective measures. Well-informed people can make informed decisions and adopt positive behaviors to protect themselves and their families [38].

Much information about COVID-19 has been presented to the community; however, few initiatives are aimed at younger people. Thus, this audience was chosen because it has been more resistant to the recommendations of health authorities. Also, when teenagers are infected with SARS-CoV-2, they have few symptoms but can transmit the virus. We sought, through digital technology, to contribute to the rapid diffusion of information about SARS-CoV-2 and COVID-19, promoting changes in the attitude of the population [39].

Limited or insufficient health literacy has been associated with lower adoption of protective behaviors, such as vaccination, hand hygiene, and other self-care measures [40]. We avoided addressing specific issues in any country or region, avoiding major differences between the information provided by the WHO and the COVID-19 coping guidelines in each nation.

The use of PWA technology enabled the development of a hybrid app that combines the resources offered by browsers...
with the advantages of using smartphones, as in traditional apps [41]. Through this technology, the app is compatible with most browsers; thus, it can be used on different devices, such as computers, tablets, and smartphones [42].

Using the Web Storage technology offered by HTML5 enabled local storage of player data, such as their position in the game, correctly answered questions, and personal ranking, more securely than using cookies [22]. Development with Web Storage ensures that data will never be transferred to the server by the browser, as can happen with cookies, ensuring greater adherence to user data security policies.

Regarding the visual identity of the app, different factors were considered during development. The seriousness of the topic addressed required the promotion of accessibility, usability, and information. Thus, we considered the use of typography that offers good legibility, adequate contrast between colors, and icons and images that are easy to recognize [43,44]. Moreover, to guarantee access to simpler devices and reduce noise in the information, the visual identity was developed with the aim to achieve a lean and responsive design [45]. The other factor to consider is the fun aspect of games, in which more subjective issues such as attractiveness, entertainment, and aesthetics are addressed, as proposed by Caserman and collaborators [15]. To achieve this target, we used vibrant colors, flashy and stylized typography, illustrations, sounds, and graphic unity between the elements.

During the 6 months of game analysis, during which 17,500 users accessed the game, there were 2 months (April and July) in which television and newspaper reports about the game were added to the actions of sending informative emails with the college newsletter. The game was accessed mostly by smartphones (79.8%), which indicates that it is a good choice over access by computers and tablets.

The weekly monitoring of error answer rates enabled us to improve the text of some questions and answers. Similarly, the weekly assessment of answers grouped by topic enabled the team to develop complementary actions with images and informative text for publication on social networks targeting the topics with the most mistakes that week.

The finding of statistical significance in reducing the trend of the error rate for the topic “Mask” raised some questions among the team. Because this study is not a controlled clinical trial, it is not possible to say that the population is more informed about the importance and use of masks; however, this issue stands out and suggests the need for further studies.

The lowest bounce rates in the Google Analytics reports were obtained for access from newspaper links, interviews, and Google Classroom. Considering that the bounce rate indicates when a user opens and then closes the website (without interacting with it), the lower bounce rates in these segments may indicate that focusing on news channels and teachers is the most assertive way to acquire new users of this serious game.

Limitations

Because this is not a controlled study, the analysis permits limited inference that the results obtained are for a population of teenagers, which are the target population of this project. This is reinforced by the fact that the game does not have a user registry, is available on the internet, and is open to the community; therefore, the data analyzed in the current study do not enable inferences about who used the app.

Another limitation is that the sample used to assess the time series was seven weeks. Although statistical significance was found for one topic, evaluation for a longer period will be needed to state more safely that there is a decreasing error rate for that topic.

Conclusions

This study managed to comply with the proposed objectives of developing a serious game and making it available to young people, providing reliable information on topics related to the prevention of COVID-19. Also, the multidisciplinary profile of the team was able to bring reflections of its paradigms to the project; therefore, the game achieves compliance with the technical, legal, functional, and attractiveness requirements expected for a serious game. Extrapolating the initial requirements, we performed promotion and dissemination actions and increased the accessibility of the game, making it multilingual and accessible to people with visual impairments. This publication can provide an example not only to other students and teachers but also for those with future interest in the application of good practices in the development of serious game apps. We hope that this game will continue to combat misinformation on the topic of COVID-19 and expand the population's engagement in preventive measures against the disease.
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Abstract

Background: Worldwide, patient safety has been a widely discussed topic and has currently become one of the greatest challenges for health institutions. This concern is heightened when referring to children.

Objective: The goal of this study was to develop a virtual learning environment for medication administration, as a tool to facilitate the training process of undergraduate nursing students.

Methods: Descriptive research and methodological development with a quantitative and qualitative approach were used with stages of design-based research as methodological strategies. For the development of the virtual environment, 5 themes were selected: rights of medication administration, medication administration steps, medication administration routes, medication calculation, and nonpharmacological actions for pain relief. After development, 2 groups—expert judges in the field of pediatrics and neonatology for environment validation and undergraduate nursing students for the assessment—were used to assess the virtual learning environment. For the validation of the virtual learning environment by expert judges, the content validity index was used, and for the evaluation of the students, the percentage of agreement was calculated.

Results: The study included 13 experts who positively validated the virtual environment with a content validity index of 0.97, and 26 students who considered the content suitable for nursing students, although some adjustments are necessary.

Conclusions: The results show the benefit of the virtual learning environment to the training of nursing students and professional nurses who work in health care. It is an effective educational tool for teaching medication administration in pediatrics and neonatology and converges with the conjectures of active methodologies.

(JMIR Serious Games 2020;8(4):e18258) doi:10.2196/18258
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Introduction

Worldwide, patient safety has been a widely discussed topic, and has currently become one of the greatest challenges for health institutions. It is understood as the decrease, to an acceptable minimum, of the risk of unnecessary harm associated with health care, and although there are recommendations and progress in international literature, scientific knowledge must become incorporated into care practice [1].

The National Patient Safety Program, aligned with the objectives of the World Alliance for Patient Safety of the World Health Organization launched 6 patient safety protocols focusing on

http://games.jmir.org/2020/4/e18258/
the most problematic areas of patient safety, among them improving safety in the prescription, use, and administration of medicines [2].

The concern with patient safety is heightened when referring to children, since they are a vulnerable part of society [3]. The quality of care related to patient safety in nursing is connected to the entire care process, thus, the use of intelligent technologies and the use of standardization can provide greater safety for patients [4].

Communication between professionals, parents, and patients is a factor in pediatric hospitalization, and the consequences of communication failures can generate significant damage to patients and decrease the effectiveness and quality of the care provided. Thus, in pediatric patient care, the prevention of errors, the analysis of the factors that led to an error, aims to implement measures, and improvements contribute to patient safety [5].

It was assumed that the development of a virtual learning environment on medication administration in neonatology and pediatrics would contribute to the knowledge gain of nursing students, and it was postulated that the use of a virtual learning environment is an adequate educational strategy to promote knowledge about pediatric medication administration, encouraging active and motivating learning.

Design-based research involves a new interventionist methodology that seeks to incorporate theoretical aspects of education research with educational practice and offers a promising approach to advance theoretical understanding; although theory alone will not solve all the problems encountered in practice, it can help explain how and why problems can be solved and can help students get better results [6].

Thus, based on the principles of design-based research, to contribute to continued professional education and student learning and to complement the principles of sustainability and patient safety, we developed, validated, and evaluated a virtual learning environment.

**Methods**

We used descriptive research, methodological development with a quantitative and qualitative approach, and the stages of design-based research as methodological strategies [7]. The phases of the research are described in Figure 1.

For the selection of the themes used in the virtual learning environment, main themes suggested by professionals in a previously conducted study [8] were taken into account, and 5 main themes were then selected: rights of medication administration, medication administration steps, medication administration routes, medication calculation, and nonpharmacological actions for pain relief.

After the construction of the virtual learning environment, 2 groups of participants, with different profiles and purposes, were included: experts in the field of pediatrics and neonatology (teachers and researchers) and final users (undergraduate students of nursing). After construction of the virtual environment, the content was validated by the experts and then evaluated by the students.

Students regularly enrolled in nursing at a public university were considered (convenience sample) and 112 students were invited; 26 students completed the evaluation by answering all the requested instruments corresponding to the final sample.

Data collection with students was carried out from June 2019 to August 2019. Participants were contacted by email and in person. Nursing students, through a questionnaire on Google Forms, filled out a 24-item Likert scale developed in a previous study [9] and adapted for this research. The students judged the virtual environment in terms of interaction and stimulus (6 items); interest and motivation to learn (3 items); dedication, discipline and time management (3 items); communication tools (3 items); didactic material (7 items); and the student's role in the learning process (2 items). Space was reserved for suggestions and additional comments. Quantitative data were calculated using mean and standard deviation using SPSS (version 20; IBM Corp). The percentage of agreement was also calculated, individually and by categories—80% agreement among users was considered as a positive evaluation.

The validation of the virtual learning environment was executed by a committee of specialists with evident knowledge in pediatrics or knowledge of active technologies and with the ability to evaluate the content of the virtual environment. A total of 59 specialists were invited, and 13 completed all the steps and answered all the requested instruments, corresponding to the final sample. To define the specialists, the Fehring Validation Model [10] was used, which consists of criteria used to classify the expertise of professionals in matters covered in...
educational technology. Nurses with specialized knowledge in pediatrics, neonatology, or active methodologies were included. The experts answered a structured questionnaire focusing on the nature of the objectives, content, relevance, and environment. In the last section of the questionnaire, a blank space was reserved for the experts to add suggestions and comments (they were able to make qualitative collaborations and contribute to the improvement of the virtual learning environment). The content validity index was used, which measures and evaluates whether the proportion or percentage of experts are in agreement on certain aspects of the instrument and its items (each item individually and then the instrument as a whole). The questionnaire used a Likert-type scale with a score of 1 to 4 [11]. The content validity index of each item was calculated, and the content validity index of each category was calculated. Finally, the mean general content validity index of the virtual learning environment was calculated. For this study, a content validity index of 0.90 was considered as the experts judging the questions to be valid, based on Polit and Beck [12] who establish this value as standard to guarantee the excellence of a scale.

To measure the gain of knowledge, Worral [13] proposed the application of a pretest before the educational intervention, to identify the preacquired knowledge and a posttest to identify the gain of knowledge (retention capacity and memory) as an educational proposal. For the pretest, it was decided to carry out a questionnaire with 13 questions referring to the contents of the virtual environment, and those same questions were asked again in the posttest. The questionnaire contained true or false questions and underwent validation with 3 pediatric specialists, before being made available in the virtual environment. The students’ responses to this questionnaire generated data on knowledge gain. With the Wilcoxon statistical test, we compared the outcome of the scores (pretest and posttest).

The research project was approved by the research Ethics Committee of the University of Brasília - Faculdade de Ceilândia, obtaining an opinion favorable to its realization under the protocol no. 3,203,397 and CAAE no. 08880519.3.0000.8093. The virtual learning environment for medication administration in pediatrics and neonatology was made available online with free access. The platform used to host the site was Heroku, a cloud computing service, and the reason for choosing this environment was the possibility of inserting images and videos created exclusively for a virtual learning environment.

The environment consisted of approximately 77 pages (HTML language), one of which was the main menu, and 8 were considered submenus of the themes of the modules. After registering, the user received an email, automatically generated by the platform as soon as the administrator approved participation. When accessing the virtual learning environment with login and password, the user was automatically redirected to the pretest page.

After answering the pretest questions, the user clicked on the save answers button and was directed to the main menu (Figure 2). This screen contained a button on the right side that accessed the 5 modules (Table 1), a button to check performance, an indication of the content already viewed, and a button for tutorial and credits. On the access screen for each module, it was possible to observe different interactions. Each circle generated a clickable link that opened a text box. Modules contained complementary material along with the reference used to write the content of that module. The links of the complementary material, when clicked, were directed to the publications.

At the end of the fifth module, the user was automatically redirected to the posttest page to answer the same 13 questions. After saving the answers, the user was directed to the home page and with the check performance button, could review which questions had been correct and which questions had been wrong. For the incorrect questions, a template showing correction and justification appeared.
Figure 2. Main menu of the virtual learning environment.

Table 1. Virtual learning environment modules.

<table>
<thead>
<tr>
<th>Module</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nine rights of medication administration</td>
<td>Right patient, right drug, right route, right time and frequency, right dose, right documentation, right education and information, right pharmaceutical form—each circle opens a text box; complementary materials</td>
</tr>
<tr>
<td>Medication administration steps</td>
<td>3 clickable boxes open content on absorption, distribution, and elimination, complementary materials</td>
</tr>
<tr>
<td>Medication administration routes</td>
<td>4 videos</td>
</tr>
<tr>
<td>Medication calculation</td>
<td>Formulas for calculating medication doses, complementary materials</td>
</tr>
<tr>
<td>Nonpharmacological actions for pain relief</td>
<td>Images with accompanying text, complementary materials</td>
</tr>
</tbody>
</table>

Results

Validation

The sample was composed of 13 nursing professors; 69% (9/13) had greater than 10 years of professional experience, and 46% (6/13) had a doctorate, and 46% (6/13) has a master's degree. The experts’ ages ranged from 25 to 55 years, and 31% (8/13) of the sample were aged 25 to 35 years; 85% (11/13) of the experts were female. Regarding having experience in the area of active teaching methodologies, 100% (13/13) answered “yes.” Of the 13 experts, 54% (7/13) had publications in the area of pediatrics and neonatology. Table 2 describes the assessments of the criteria analyzed and judged by the expert judges. No judge rated the analysis criteria as “Inadequate.” The content validity index by category ranged from 0.91 to 1.0. The total content validity index reached was 0.97, which successfully validated the content.
Table 2. Responses from experts and content validity index results.

<table>
<thead>
<tr>
<th>Items</th>
<th>Inadequate, n</th>
<th>A little adequate, n</th>
<th>Quite adequate, n</th>
<th>Very adequate, n</th>
<th>CVI&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Nature of the objectives</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Was the purpose of the VLE&lt;sup&gt;b&lt;/sup&gt; clear? (described in the Tutorial tab of the platform)</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>10</td>
<td>1.0</td>
</tr>
<tr>
<td>Are the verbs chosen accurately in terms of expected behavior?</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>8</td>
<td>1.0</td>
</tr>
<tr>
<td>Are the objectives consistent with the content presented?</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>10</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>Content</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Does the content meet the theme and objectives proposed?</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>7</td>
<td>0.92</td>
</tr>
<tr>
<td>Is the content updated and does it contain correct information (sources and references)?</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>10</td>
<td>0.85</td>
</tr>
<tr>
<td>Are the texts easy to read?</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>10</td>
<td>0.92</td>
</tr>
<tr>
<td>Is the writing style compatible with the level of knowledge of the academics?</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td>0.92</td>
</tr>
<tr>
<td>Is the number of modules sufficient (adequate division)?</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>6</td>
<td>0.92</td>
</tr>
<tr>
<td>Is the sequence of the modules adequate (clear and well-structured information)?</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>8</td>
<td>0.92</td>
</tr>
<tr>
<td><strong>Relevance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Do the items cover important aspects of nursing practice in the Administration of Medicines in Neonatology?</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>11</td>
<td>1.0</td>
</tr>
<tr>
<td>Does (the) VLE contribute to learning and knowledge acquisition?</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>10</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>Ambiance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Is the VLE suitable for presenting the content?</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>12</td>
<td>1.0</td>
</tr>
<tr>
<td>Does VLE encourage student autonomy?</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>9</td>
<td>0.92</td>
</tr>
<tr>
<td>Do VLE resources offer learning situations?</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>9</td>
<td>1.0</td>
</tr>
</tbody>
</table>

<sup>a</sup>CVI: content validity index.

<sup>b</sup>VLE: virtual learning environment.

**Evaluation**

Of the 26 students who participated in the evaluation, 81% (21/26) were aged 19 to 24 years, 62% (16/26) are female and 38% (10/26) are male. The majority of students (17/26, 65%) were in the seventh semester (of 10) in undergraduate nursing.

Of the 24 items that were analyzed, 22 items and 5 of the 6 categories reached the stipulated value of 80% concerning percentage of agreement (Table 3). The categories interaction and stimulus, instructional material, and the student's role in the learning process had the best percentage of agreement values (96% agreement). The category communication tools obtained 78% percent agreement, which was close to the stipulated value, indicating the need for improvements regarding the exchange of information between users and the administrator of the virtual environment. The mean Cronbach α was 0.88, indicating a high degree of reliability and consistency; users considered the content of the virtual learning environment suitable for nursing students, although some adjustments are necessary, for example, communication tools, which obtained the lowest percentage of agreement.
Table 3. Criteria evaluated by the users (n=26).

<table>
<thead>
<tr>
<th>Item</th>
<th>Rating, mean (SD)</th>
<th>Agreement, %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Interaction and stimulation</strong></td>
<td>4.70 (0.47)</td>
<td>96</td>
</tr>
<tr>
<td>The VLE(^a) is easy to interact with and arouses your interest in the subject</td>
<td>4.73 (0.45)</td>
<td>100</td>
</tr>
<tr>
<td>The environment enables learning situations</td>
<td>4.69 (0.62)</td>
<td>92</td>
</tr>
<tr>
<td>VLE allows you to freely browse through content</td>
<td>4.69 (0.68)</td>
<td>96</td>
</tr>
<tr>
<td>The activities are relevant and meet the objectives proposed</td>
<td>4.77 (0.43)</td>
<td>100</td>
</tr>
<tr>
<td>Access to modules is easy</td>
<td>4.73 (0.53)</td>
<td>96</td>
</tr>
<tr>
<td>The VLE instigates/invites change in behavior and attitude</td>
<td>4.62 (0.64)</td>
<td>92</td>
</tr>
<tr>
<td><strong>Interest and motivation to learn</strong></td>
<td>4.59 (0.62)</td>
<td>93</td>
</tr>
<tr>
<td>The VLE NEO-PED(^b) motivates the students to learn about medication administration in neonatology and pediatrics</td>
<td>4.81 (0.40)</td>
<td>100</td>
</tr>
<tr>
<td>The VLE presents complementary readings and notes on the course content</td>
<td>4.50 (0.76)</td>
<td>92</td>
</tr>
<tr>
<td>The VLE encourages the desire to study beyond the content presented</td>
<td>4.46 (0.71)</td>
<td>88</td>
</tr>
<tr>
<td><strong>Dedication, discipline, and time management</strong></td>
<td>4.55 (0.66)</td>
<td>92</td>
</tr>
<tr>
<td>During the access to the VLE, time was organized for online course activities</td>
<td>4.38 (0.80)</td>
<td>88</td>
</tr>
<tr>
<td>During access to the VLE, there was self-discipline for online teaching</td>
<td>4.62 (0.64)</td>
<td>92</td>
</tr>
<tr>
<td>During the access to the VLE, there was access to the modules with the regularity proposed</td>
<td>4.65 (0.56)</td>
<td>96</td>
</tr>
<tr>
<td><strong>Communication tools</strong></td>
<td>4.22 (1.04)</td>
<td>78</td>
</tr>
<tr>
<td>The environment encourages the exchange of information with colleagues</td>
<td>4.19 (1.10)</td>
<td>77</td>
</tr>
<tr>
<td>The links provided are relevant to the learning content</td>
<td>4.62 (0.64)</td>
<td>92</td>
</tr>
<tr>
<td>An e-mail was used to answer questions about the content</td>
<td>3.85 (1.38)</td>
<td>65</td>
</tr>
<tr>
<td><strong>Courseware</strong></td>
<td>4.71 (0.56)</td>
<td>96</td>
</tr>
<tr>
<td>The VLE is explanatory and easy to understand</td>
<td>4.69 (0.55)</td>
<td>92</td>
</tr>
<tr>
<td>The content is well divided between the modules</td>
<td>4.69 (0.55)</td>
<td>96</td>
</tr>
<tr>
<td>Information is presented in a logical and coherent way</td>
<td>4.65 (0.56)</td>
<td>96</td>
</tr>
<tr>
<td>The writing style is easy to understand</td>
<td>4.69 (0.55)</td>
<td>96</td>
</tr>
<tr>
<td>The colors and size of the letters are adequate</td>
<td>4.73 (0.67)</td>
<td>96</td>
</tr>
<tr>
<td>The images contribute to learning</td>
<td>4.85 (0.37)</td>
<td>100</td>
</tr>
<tr>
<td>The media are correlated with the content and provide a complement to the texts</td>
<td>4.73 (0.67)</td>
<td>96</td>
</tr>
<tr>
<td><strong>Role of the student in the learning process</strong></td>
<td>4.63 (0.55)</td>
<td>96</td>
</tr>
<tr>
<td>You consider having freedom in building your knowledge</td>
<td>4.54 (0.58)</td>
<td>96</td>
</tr>
<tr>
<td>You believe you are responsible for your learning process</td>
<td>4.73 (0.53)</td>
<td>96</td>
</tr>
</tbody>
</table>

\(^{a}\)VLE: virtual learning environment.

\(^{b}\)NEO-PED: neonatology and pediatrics.

The results of the comparison between pretest and posttest correct answers are shown in the table below (Table 4). The pre–post difference in number of correct answers was statistically significant (\(P= .02\)).

Figure 3 likewise demonstrates the significant increase, corroborating the purpose of this study, and that students obtained a considerable gain of knowledge.

Table 4. Comparison of knowledge gain before and after use of the virtual environment.

<table>
<thead>
<tr>
<th>Knowledge gain</th>
<th>Score, median (IQR)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pretest</td>
<td>75 (66-75)</td>
<td>.02</td>
</tr>
<tr>
<td>Posttest</td>
<td>75 (75-83)</td>
<td></td>
</tr>
</tbody>
</table>

\[http://games.jmir.org/2020/4/e18258/\]
For the last stage, according to design-based research, there is a refinement of the intervention or re-design, in which adjustments are made to the design of the virtual learning environment according to the assessment that was made in the previous stage. At the end of the instrument, the expert judges had the opportunity to provide suggestions, changes, or opinions on the virtual environment. These opinions served as the basis for the changes in the virtual learning environment as a whole and not just in the content. Most of the comments emphasized the importance of virtual learning environment and its quality and excellence in this production. The suggestions were accepted, and changes were made as proposed by the experts.

**Discussion**

**General**

Through a bibliographic survey on the topic of medication administration in pediatrics and neonatology, it was possible to perceive the scarcity of research related to the use of virtual learning environments focused on this theme. Our objective was to develop a virtual learning environment with the theme of medication administration, as a facilitating tool for the training of undergraduate nursing students.

To refine the intervention of this study, descriptive analyses of the expert judges' opinions were used, as suggested at the end of the questionnaire. It should be noted that the judges' suggestions were analyzed, and the contents were modified, taking into consideration the target audience of this study.

According to the literature, electronic materials that provide information that contributes to the construction of knowledge are resources that support learning, especially for young students [14].

Virtual learning environments have been placed as innovative strategies that provide paradigm shifts for health care professionals; their development and use provide new educational possibilities to be explored both in universities and in continuing education [15]. Developing care techniques in safe environments for patients and professionals has become a priority for health systems, mainly in the development of strategies to prevent failures that affect good hospital practices [16]. By providing digital education, virtual environments have the potential to promote health education to the nursing team and are thus being used as an alternative or complement to traditional education for health professionals [17].

Measuring knowledge gained with the virtual environment showed an increase in correct answers in the posttest in comparison to the number of correct answers in the pretest. This finding proves that the online learning strategy can be an educational teaching resource to be used in the training of nurses or as a permanent education resource.

The use of educational technologies makes important contributions to the nursing teaching process, as they favor the enrichment of the academic's cognitive structure by enabling continuous access to information, for significant learning, in which the acquired knowledge is stored and can be remembered for a longer time [18].

The potential of virtual learning environments is related to the use of several elements simultaneously from mechanisms of interaction and interactivity that support the purpose of their construction, and in nursing, the use of virtual learning environments does not replace the organic relationships between subjects, the use of this technology must occur concurrently with other teaching methodologies [19].
As a strategy used to streamline and stimulate users in the navigation of virtual learning environment, videos were included, as technological tools, and by combining elements such as images, texts, and sounds in a single object, we sought to motivate and engage users in the teaching-learning process to guarantee the promotion of knowledge [20-24].

The students positively highlighted their participation in the process of building educational technologies, as well as their experience and autonomy when faced with an innovative object in their training.

For resources such as virtual environments to favor the construction of knowledge and to demonstrate knowledge gains in these educational settings, it is necessary to promote the student's interest, adapt to their needs, and adapt to their cognitive style, thus allowing a more dynamic and active learning process [25].

Conclusion

The educational technology was validated by experts, as well as being positively evaluated by students. The knowledge acquired by the students from the virtual learning environment was confirmed by statistical analyses that demonstrate the potential of this tool as an active teaching methodology to enrich and complement the traditional teaching method. The results prove the virtual learning environment to be an effective educational tool for teaching medication administration in pediatrics and neonatology and converge with the assumptions of active methodologies. Thus, the virtual learning environment of this study was established as a complementary didactic resource for theoretical teaching at the undergraduate level and the permanent education of nursing professionals.

No studies were found using design-based research in nursing with the creation of virtual learning environments, however, studies in the areas of biology, physics, medicine and psychology, education were found, which can be explained as it is a methodology that is considered to be new, although the results obtained validate the necessary efforts since the knowledge and the didactic products acquired are linked to the natural environment from which the initial problems arose and which motivated the research [26].

For future research, larger samples are suggested, for more detailed statistical power, in addition to the creation of new modules to cover some new suggested topics and the development of more videos based on the necessary demand.

Acknowledgments

The authors would like to thank the research support foundation of Distrito Federal - Fundação de Apoio à Pesquisa; this study were financed in part by the Coordenação de Aperfeiçoamento de Pessoal de Nível Superior (Coordination for the Improvement of Higher Education Personnel; finance code 001) and support was provided by the University of Brasilia. Finally, the authors especially thank the nursing students for their invaluable support for this project.

Conflicts of Interest

None declared.

References


22. Legey AP, Maia M, Cotelli Espirito Santo A. Produção de video educativo para sensibilizar profissionais de equipe de enfermagem quanto ao uso de EPIs. RECITE 2017;2(1) [FREE Full text] [doi: 10.17648/2596-058x-recite-v2n1-2]
an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Serious Games, is properly cited. The complete bibliographic information, a link to the original publication on http://games.jmir.org, as well as this copyright and license information must be included.
Comparing Basic Life Support Serious Gaming Scores With Hands-on Training Platform Performance Scores: Pilot Simulation Study for Basic Life Support Training

Mehmet Emin Aksoy, MD, MSc, PhD
Acibadem Mehmet Ali Aydnlar University, Department Biomedical Device Technology, CASE (Center of Advanced Simulation and Education), Istanbul, Turkey

Corresponding Author:
Mehmet Emin Aksoy, MD, MSc, PhD
Acibadem Mehmet Ali Aydnlar University
Department Biomedical Device Technology
CASE (Center of Advanced Simulation and Education)
Kayısdagi cad. No:34
Atasehir
Istanbul, 34752
Turkey
Phone: 90 5052685158
Email: emin.aksoy@acibadem.edu.tr

Abstract

Background: Serious games enrich simulation-based health care trainings and improve knowledge, skills, and self-confidence of learners while entertaining them.

Objective: A platform which can combine performance data from a basic life support (BLS) serious game app and hands-on data based on the same scoring system is not available in the market. The aim of this study was to create such a platform and investigate whether performance evaluation of BLS trainings would be more objective compared to conventional Objective Structured Clinical Examination (OSCE) examinations if these evaluations were carried out with the platform which combines OSCE scoring criteria with sensor data retrieved from the simulator’s sensors.

Methods: Participants were 25 volunteers (11 men [44.0%] and 14 [56.0] women) among Acibadem Mehmet Ali Aydnlar University students without prior knowledge of the BLS protocol. A serious game module has been created for teaching learners the European Resuscitation Council Basic Life Support 2015 protocol. A second module called the hands-on module was designed for educators. This module includes a checklist used for BLS OSCE examinations and can retrieve sensor data such as compression depth, compression frequency, and ventilation volume from the manikin (CPR Lilly; 3B Scientific GmbH) via Bluetooth. Data retrieved from the sensors of the manikin enable educators to evaluate learners in a more objective way. Performance data retrieved from the serious gaming module have been combined with the results of the hands-on module. Data acquired from the hands-on module have also been compared with the results of conventional OSCE scores of the participants, which were obtained by watching the videos of the same trainings.

Results: Participants were considered successful in the game if they scored 80/100 or above. Overall, participants scored 80 or above in an average of 1.4 (SD 0.65) trials. The average BLS serious game score was 88.3/100 (SD 5.17) and hands-on average score was 70.7/100 (SD 17.3), whereas the OSCE average score was 84.4/100 (SD 12.9). There was no statistically significant correlation between success on trials (score ≥ 80/100), serious game, hands-on training app, and OSCE scores (Spearman rho test, P > .05). The mean BLS serious game score of the participants was 88.3/100 (SD 5.17), whereas their mean hands-on training app score was 70.7/100 (SD 17.3) and OSCE score was 84.4/100 (SD 12.9).

Conclusions: Although scoring criteria for OSCE and hands-on training app were identical, OSCE scores were 17% higher than hands-on training app scores. After analyzing the difference of scores between hands-on training app and OSCE, it has been revealed that these differences originate from scoring parameters such as compression depth, compression frequency, and ventilation volume. These data suggest that evaluation of BLS trainings would be more objective if these evaluations were carried out with the modality, which combines visual OSCE scoring criteria with sensor data retrieved from the simulator’s sensors.

Trial Registration: ClinicalTrials.gov NCT04533893; https://clinicaltrials.gov/ct2/show/NCT04533893
Introduction

The effectiveness of serious gaming has been demonstrated primarily by studies of higher education, government, corporate, and military environments. Serious gaming and medical simulation techniques, which are 2 complementary modalities for training of tomorrow’s physicians, have gained popularity in the past decade. Olszewski and Wolbrink [1] emphasize that serious games are increasingly being used for medical education. Blended learning methodology combines serious gaming with medical simulation programs and enhances the efficiency and effectiveness of training programs [2]. E-learning by using serious gaming refers to the use of internet technologies to deliver an interactive educational content that enhances knowledge and performance [3,4]. Prensky [5] concluded that game technologies can produce a great deal of learning and positive effects such as quickly mastering and applying new skills and information, thinking strategically, and persisting to solve difficult problems. David and Michael [6] described serious game methodology as using game-based simulations that do not have entertainment, enjoyment, or fun as their primary purpose.

Nowadays, after providing knowledge using serious game–based apps, simulation-based trainings and Objective Structured Clinical Examination (OSCE) are used to assess hands-on training performance of trainees [7,8].

Basic life support (BLS) is the most frequently organized training course for both medical and nonmedical trainees. Depending on the country, BLS certifications have to be renewed on a yearly basis. Smith et al [9] inspected the decline of BLS skills retention in 3, 6, 9, and 12 months. In BLS, even after 3 months, test scores of trainees decreased by 33.3% compared to their posttraining test scores. Decrease in knowledge and skills are more dramatic after 6, 9, and 12 months [9]. Therefore, BLS providers need more frequent refresher training to improve and maintain their knowledge, skills, and self-confidence.

Depending on these facts, a multiplatform-compatible interactive serious game module was created in our simulation center to teach adult BLS Protocol based on the European Resuscitation Council (ERC) 2015 Criteria [10]. As serious gaming performance analysis is only used for knowledge domain assessment, effectivity of BLS trainings also has to be assessed by observing hands-on performance of learners. Therefore, it has been decided to develop a tablet-based app for educators, which is capable of retrieving sensor data such as compression depth, compression frequency, ventilation volume from the manikin via Bluetooth and includes OSCE criteria for BLS training. Sensor data retrieved from the manikin enable educators to evaluate learners in a more objective way. Both performance data from the serious gaming module and hands-on training app can be stored on the same learning management system (LMS), which allows educators to track and compare performances on individual basis. There is no available platform in the market which can combine performance data from the BLS serious game app and hands-on data based on the same scoring system.

As OSCEs are mainly based on observation of the simulation-based trainings, this new platform, which combines visual OSCE scoring criteria with sensor data retrieved from the simulator’s sensors, would be able to provide more objective and precise scores for BLS trainings. The hypothesis of this study is that whether performance evaluation of BLS trainings would be more objective compared to conventional OSCEs, if these evaluations were carried out with the modality which combines visual OSCE scoring criteria with sensor data retrieved from the simulator’s sensors.

Methods

Recruitment

After obtaining approval from the Acıbadem Mehmet Ali Aydınlılar University Ethics Committee, participants were chosen among volunteers and asked to fill and sign consent forms. The participants of this study included 25 volunteers among Acıbadem Mehmet Ali Aydınlılar University students without prior knowledge of BLS protocol; 11 participants (44%) were male and 14 (56%) were female. Volunteers with prior BLS training were excluded from the study.

Study Design

After a brief introduction of the serious gaming module, the participants were asked to log into the system with their own usernames and passwords. After completing the training mode of the serious game module, they were asked to choose the self-test mode of the module. The participants’ number of attempts was not limited. Because of the COVID-19 pandemic, the participants were asked to practice their hands-on skills in the simulation center under the supervision of educators on the same day in order to minimize the risk of contamination. The new hands-on training app, which combines OSCE scoring criteria with sensor data retrieved from the simulator’s sensors, was used for hands-on performance evaluation. After familiarization with the system using the self-training mode, the participants were asked to use the BLS hands-on training app with the simulator under the supervision of the educator. The simulation sessions were also recorded in order to use these recordings for conventional OSCE performance evaluation. Conventional OSCE scores of participants were obtained by watching the recorded sessions of BLS trainings. The study design is shown in Figure 1.
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Serious Game–Based BLS Training App

The tablet-based serious game module is compatible with 2015 Basic Life Support Algorithm of the ERC and includes an LMS, a learning record store (LRS), and a 3D visualization engine (VE) [11,12]. LMS and LRS enable to store users’ credentials in a shared database. Through the interaction between LRS and VE every action performed by the user can be followed on the VE side and experience API (xAPI) calls corresponding to each action can be made to the LRS [12,13]. During serious game play, whenever the user has entered a predefined area or whenever the user has triggered some kind of predefined interaction with a significant object that is part of the virtual environment, an xAPI event is automatically generated [12-14].

In order to provide this interaction, a software library has been developed as a unity extension. The main function of this library is to perform the necessary xAPI web service calls, to the LRS servers, over the HTTP protocol. All actions, which may need to be performed by the user as part of an education scenario, are defined in terms of the actor, verb, and object basic parameters. As these actions are performed by the user, the library automatically issues the xAPI calls corresponding to each action, and the LRS keeps track of each significant action through these calls [12-14]. In addition to actions directly performed by the user, it is also possible to collect xAPI calls automatically for actions that have not been performed within a given time limit. The library also implements the security and user authentication features necessary for keeping proper records. For this purpose, the basic access authentication method which is part of the HTTP protocol standard is used. The serious game study was named as “3D SIM Training Basic Life Support.” 3D SIM Training Basic Life Support is a multilingual serious game app with 3D and interactive features, based on ERC 2015 Guidelines. The app consists of a training mode, a self-test mode, and a review mode enabling users to track their previous records. The training module guides the user step by step through a scenario. The user has to go through a training mode followed by the self-test mode. The user is not in the passive learner mode but has an active role in the game. The user is first instructed about the correct actions to be taken and then interacts with the 3D software while playing the rescuer role interactively. All main steps of the ERC 2015 Adult BLS algorithm are covered in the BLS Serious Game app. The user is expected to finish 1 stage correctly before continuing with the next stage. The app is developed as a 3D real-time game enabling the user to interact and view the scene from different angles. A 3D animation-like chest compression timing clarifies some of the steps within the BLS algorithm and gives the trainees the feeling of a chest compression frequency between 100 and 120 compressions/minute. Screen captures from the Adult BLS Module are presented in Figure 2. The animation of blood flow during CPR informs the users about the aim of the chest compression. The right locations for checking carotid pulse, chest compressions, and automated external defibrillator pad locations are also indicated during the self-training mode.

Once the user successfully finishes the training module, he/she has to complete the self-test module. Unlike the training module, users are expected to perform the correct steps with correct timing without hints or instructions to follow in the self-training mode. The SCORM (Sharable Content Object Reference Model)-xAPI standard has been used for this serious game module due to its advantages such as supporting a variety of content types, simplicity for implementing, and supporting offline or disconnected scenarios. Because of these advantages, the SCORM-xAPI standard has been chosen as the methodology to track the digital learning content [4,15]. Because of its advanced features, x-API can be considered as a replacement...
for previous e-learning standards. In this serious game module, all actions and their timings are tracked using the SCORM-xAPI standard and the outcome of the “game” depends on the user’s success. At the end of the scenario, the user is presented with an easily understandable performance chart. The user’s performance can also be reported to an internet-based server to create test results for offline evaluation. The reported performance summary incorporates all the expected steps and also shows if they have been performed in the right order and correct timing as shown in Figure 3.

Figure 3. Performance report of BLS serious game app.

Each step of the user’s performance is evaluated with 3 different colors. Green symbolizes that the step has been successfully applied in appropriate time. Orange symbolizes that the step has been successfully applied but timing was wrong. Red symbolizes that the step has not been applied at all. A virtual 3D simulation environment is developed for training of medical staff for various medical processes. Integration and coordination of 3 main parts, including 3D VE, LMS, and LRS, were necessary for the functionality of the whole system. Technical suitability, wide platform support (iOS, Android, Windows, Linux, and web), large user database, effective support, and favorable licensing conditions are the parameters for selection of a 3D VE in an educational simulation project [16-19]. Among the criteria mentioned above, technical suitability deserves a more detailed explanation and covers all possible technical requirements specific to the implementation of a 3D education and simulation app integrated with an LMS. This consideration arises because modern VEs are not strictly limited to visualization anymore. Essentially, they are contained within larger frameworks which provide the functionality required for developing entire apps [16-19]. In general, currently available engines have been designed, first and foremost, with the needs of game developers in mind [20]. For realization of this study, performances of a number of 3D visualization and game engines have been evaluated and compared. After evaluating available game engine products, the Unity game engine has been found the most suitable for this study, because it covers all of the criteria outlined above [21]. Owing to the highly extensible architecture of the Unity engine, the users greatly extend the capabilities of the engine by creating a large number of useful and affordable extensions [21].

Learning Management System (LMS)
LMS is a software designed for managing user learning interventions and delivering learning content to the learners [13,14,22]. LMS is the key for flexible, interactive, multimedia, and decentralized teaching [12-14]. The advantages of using LMS for the educator and learner has been revealed in several studies [23,24]. Therefore, a custom-designed LMS has been integrated to the serious game module in this project.
Learning Record Store

LRS is a cloud-based service that deals with learning information storage and retrieval of learning information [13,25]. For the LRS, the open source reference LRS implementation, provided by advanced distributed learning, has been selected for this project [26].

Scoring System

A successful serious game project requires the LMS, the LRS, and the 3D VE to operate in harmony. For this purpose, a software library has been developed as a Unity extension. The main function of this library is to record the track of every action during the game through xAPI calls [12,13,27]. In addition to the actions directly performed by the user, it is also possible to have xAPI calls issued automatically for actions that have not been performed within a given time limit. The library also implements the security and user authentication features necessary for keeping proper records. For this purpose, the basic access authentication method which is part of the HTTP standard was used. Login usernames and passwords were sent to the participants by email after they have downloaded the serious game from iTunes or Google Play. The scores of the participants were stored with the help of the LMS. The participants’ scores were stored in an MS Excel file format. The same scoring criteria were used for BLS serious gaming app, hands-on app, and OSCE performance analysis as shown in Table 1.

Table 1. Score comparisons according to gender.

<table>
<thead>
<tr>
<th>Condition</th>
<th>BLS&lt;sup&gt;a&lt;/sup&gt; serious game</th>
<th>Hands-on app with manikin</th>
<th>OSCE&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Check Safety</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Check Consciousness</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Head Tilt</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Check Breathing</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Call for Help</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Get AED&lt;sup&gt;c&lt;/sup&gt;</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Check Carotid Pulse</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1st CPR&lt;sup&gt;d&lt;/sup&gt;</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>1st Ventilation</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2nd CPR&lt;sup&gt;30&lt;/sup&gt;</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>2nd Ventilation</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3rd CPR&lt;sup&gt;30&lt;/sup&gt;</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>3rd Ventilation</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4th CPR&lt;sup&gt;30&lt;/sup&gt;</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>4th Ventilation</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>5th CPR&lt;sup&gt;30&lt;/sup&gt;</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5th Ventilation</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2nd Carotid Pulse</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AED Use Pad</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>AED On Off</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Stand Clear</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>AED Shock</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Final CPR</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Check Rhythm</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total score</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

<sup>a</sup>BLS: basic life support.

<sup>b</sup>OSCE: Objective Structured Clinical Examination.

<sup>c</sup>AED: automated external defibrillator.

<sup>d</sup>CPR: cardiopulmonary resuscitation.
Hands-On Module

Hands-on module is a platform developed for BLS training featuring hands-on training. The system is built around an Android app, which communicates with a commercially available BLS manikin (CPR Lilly; 3B Scientific GmbH). The system allows learners to practice, to track their progress using cloud services, and allows educators to conduct BLS examinations with OSCE criteria combined with sensor data obtained from the manikin via Bluetooth. Data acquired from the hands-on module are also stored by the same LMS, which is also used by the BLS serious gaming app. In this way, results from the BLS serious gaming app and hands-on module are stored at individual level by the LMS, so that each learner’s performance data at the knowledge level and hands-on skill level can be tracked by the educator. The system architecture is shown in Figure 4. The system comprises 5 parts as shown in Figure 4.

![System architecture of the platform.](image)

The LRS stores the progress of the learners’ hands-on training sessions in a detailed step-by-step fashion. This information is used to provide the learners with a history of past sessions as well as an up-to-date report card. LMS also accesses the LRS to generate reports for instructors. The hands-on BLS training platform supports any xAPI-compliant third-party LRS. xAPI is an e-learning specification that makes it possible to collect data within online and offline training activities. It is a shared format for receiving and sending learning data between multiple systems. The app provides the learners and instructors with a visual interface to access the past records and current report card. It also communicates with the manikin to record BLS sessions. The manikin contains internal sensors, which provide measurements for chest compression depth and ventilation volume. These measurements can be provided to Bluetooth clients in real time. An instructor must first login to the app to use the system. The app validates the instructor’s credentials against the LMS. Learners must use their credentials to allow the instructor access their data. The app confirms with LMS that the 2 users are entitled to each other for the BLS training course. A screen capture of the hands-on app is shown on Figure 5. The hands-on app combines visual checks based on BLS OSCE criteria and live sensor values for chest compression depth and frequency and ventilation volume obtained from the BLS manikin’s sensors via Bluetooth.

The app obtains LRS access parameters and uses them to download records of past BLS sessions of the learners, along with their scores for these sessions and previous BLS serious game scores as shown in Figure 6. Choosing to review a past session displays a report card for the session, which contains a score and the BLS process broken down into steps. Each step marked with a score component, timing, evaluation, and rationale as shown in Figure 7.
Figure 5. Screen capture of the Hands-on app.

Figure 6. Hands-on app past performance screen.
When reviewing a past session, it is also possible to see a detailed timeline of all events in that session, including synchronized BLS actions as shown in Figure 7. Starting a new session triggers the manikin discovery-auto-connect procedure and is possible in 2 different modes. In the “BLS Training” mode, only BLS actions are allowed and a metronome is provided for assistance. The session is not recorded. In the “Full Training” mode, all BLS events are marked along with the BLS algorithm. This mode is intended to be used by the instructor who can mark events that are not electronically tracked to augment the data received from the manikin with their own timestamps. In this mode, the session may be scored and permanently recorded. The app accesses the manikin wirelessly through a secure Bluetooth interface—the BLS Manikin (CPR Lilly; 3B Scientific GmbH). Therefore, the Android device must first be paired with the manikin using the app setup wizard. This wizard also ensures that the app knows which manikin to receive data from. When opening a session, the app creates a Bluetooth connection to the manikin using the serial port profile model. This connection is bidirectional and allows the app to control various functions of the manikin (such as eyes or simulated heartbeat) while also receiving data from it. All of this communication is delegated to a manikin service that the app installs to the system (Figure 8).
Before recording, the app first clears the internal buffers of the manikin service for a new session and then signals the receipt of data. During the session, a steady stream of sensor readings is sent by the manikin to the manikin service. These readings are tracked linearly in order to detect rising and falling edges, which are used to deduce compression and ventilation events. These events are collected into data buffers, which are then transmitted to the Android app. The Android app filters the generated events for possible misdetections and augments them with additional sensor data present in the stream. Such sensor data are received momentarily, but linearly averaged by the app over a window around the event times. The detected and augmented BLS events are then added to the session along with their timestamps and evaluated when the session is over.

**Statistical Analysis**

The normality of continuous variables was investigated by Shapiro–Wilk test. Descriptive statistics were presented using mean and standard deviation, median, and range. For comparison of 2 non-normally distributed groups Mann–Whitney U test was used. Spearman rho correlation test was used for the correlation between 2 continuous variables that are independent and normally distributed. Statistical significance was accepted when 2-sided P value was lower than .05. Statistical analysis was performed using the MedCalc Statistical Software version 12.7.7 (MedCalc Software Ltd) [28].

**Results**

To be successful from the serious gaming module, participants had to score 80/100 or above. Participants got 80/100 and above in an average of 1.4 (SD 0.6) trials.

The average BLS serious game score was 88.3/100 (SD 5.1), hands-on average score was 70.7/100 (SD 17.3), and the OSCE average score was 84.4/100 (SD 12.9), as shown in Table 2.

Serious game scores and number of trials of 25 participants are shown in Figure 9.
<table>
<thead>
<tr>
<th>Gender and scores in modules</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>11 (44)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>14 (56)</td>
</tr>
<tr>
<td><strong>Success on which trial (80 and above)</strong></td>
<td></td>
</tr>
<tr>
<td>1, n (%)</td>
<td>17 (68)</td>
</tr>
<tr>
<td>2, n (%)</td>
<td>6 (24)</td>
</tr>
<tr>
<td>3, n (%)</td>
<td>2 (8)</td>
</tr>
<tr>
<td><strong>BLS Serious Game first trial</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>81 (16.9)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>86 (22-100)</td>
</tr>
<tr>
<td><strong>BLS Serious Game second trial</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>80 (13.2)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>83.5 (55-93)</td>
</tr>
<tr>
<td><strong>BLS Serious Game third trial</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>84 (2.8)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>84 (82-86)</td>
</tr>
<tr>
<td><strong>Success on the serious game trial (80 or above was required for success)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.4 (0.6)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>1 (1-3)</td>
</tr>
<tr>
<td><strong>BLS Serious Game best score</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>88.3 (5.1)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>89 (80-100)</td>
</tr>
<tr>
<td><strong>Hands-on app</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>70.7 (17.3)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>73 (37-95)</td>
</tr>
<tr>
<td><strong>OSCE</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>84.4 (12.9)</td>
</tr>
<tr>
<td>Median (range)</td>
<td>89 (55-100)</td>
</tr>
</tbody>
</table>

*aBLS: basic life support.

*bOSCE: Objective Structured Clinical Examination.*
The score for being successful from the serious gaming module is 80/100 or above. Participants scored 80/100 and above in an average of 1.4 (SD 0.6) trials.

The average BLS serious game score was 88.3/100 (SD 5.1), hands-on average score was 70.7/100 (SD 17.3), and the OSCE average score was 84.4/100 (SD 12.9) as shown in Table 3.

Table 3. Comparisons according to gender.

<table>
<thead>
<tr>
<th>Score comparison</th>
<th>Male</th>
<th>Female</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Success on trial (80 and above)</strong></td>
<td></td>
<td></td>
<td>.936</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>1.3 (0.5)</td>
<td>1.4 (0.7)</td>
<td></td>
</tr>
<tr>
<td>Median (range)</td>
<td>1 (1-2)</td>
<td>1 (1-3)</td>
<td></td>
</tr>
<tr>
<td><strong>Tablet</strong></td>
<td></td>
<td></td>
<td>.267</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>89.8 (6)</td>
<td>87.2 (4.2)</td>
<td></td>
</tr>
<tr>
<td>Median (range)</td>
<td>90 (81-100)</td>
<td>87.5 (80-93)</td>
<td></td>
</tr>
<tr>
<td><strong>Hands-on</strong></td>
<td></td>
<td></td>
<td>.166</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>76.2 (17.1)</td>
<td>66.4 (16.9)</td>
<td></td>
</tr>
<tr>
<td>Median (range)</td>
<td>77 (37-95)</td>
<td>70 (37-90)</td>
<td></td>
</tr>
<tr>
<td><strong>OSCE</strong></td>
<td></td>
<td></td>
<td>.166</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>81.2 (12.3)</td>
<td>86.8 (13.3)</td>
<td></td>
</tr>
<tr>
<td>Median (range)</td>
<td>84 (55-100)</td>
<td>90 (55-100)</td>
<td></td>
</tr>
</tbody>
</table>

*aBy Mann–Whitney U test.
*bOSCE: Objective Structured Clinical Examination.

According to gender, there was no statistically significant difference in terms of success on any of the trials: tablet, hands-on, and OSCE distributions (Mann–Whitney U test, P>.05) as seen in Table 3.

As shown in Table 4, there was no statistically significant correlation between success on any trial (score ≥80), serious game, hands-on training app, and OSCE (Spearman rho test, P>.05). Serious game, hands-on training app, and OSCE scores of 25 participants are shown in Figure 10.
Table 4. Correlation analysis of serious game, hands-on training app, and OSCE scores.

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Success on which trial (score ≥80)</th>
<th>Tablet</th>
<th>Hands-on</th>
<th>OSCE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Success on which trial (score ≥80)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>1.000</td>
<td>−0.319</td>
<td>−0.196</td>
<td>0.050</td>
</tr>
<tr>
<td>P</td>
<td>.120</td>
<td>.347</td>
<td>.347</td>
<td>.811</td>
</tr>
<tr>
<td>Tablet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>−0.319</td>
<td>1.000</td>
<td>0.319</td>
<td>0.095</td>
</tr>
<tr>
<td>P</td>
<td>.120</td>
<td>.120</td>
<td>.120</td>
<td>.651</td>
</tr>
<tr>
<td>Hands-on</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>−0.196</td>
<td>0.319</td>
<td>1.000</td>
<td>−0.052</td>
</tr>
<tr>
<td>P</td>
<td>.347</td>
<td>.120</td>
<td>.120</td>
<td>.806</td>
</tr>
<tr>
<td>OSCE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.050</td>
<td>0.095</td>
<td>−0.052</td>
<td>1.000</td>
</tr>
<tr>
<td>P</td>
<td>.811</td>
<td>.651</td>
<td>.806</td>
<td></td>
</tr>
</tbody>
</table>

aBy Spearman rho test.
bOSCE: Objective Structured Clinical Examination.

Figure 10. Serious game, hands-on training app and OSCE scores of 25 participants.

Discussion

The advantages of using serious gaming versus classroom lectures for BLS trainings as hands-on course preparation tool have been demonstrated in several studies [29-31]. There is no commercially available platform combining serious game performance data with hands-on training data obtained by visual checks based on OSCE criteria and sensor data such as compression depth, compression frequency, and ventilation volume from a BLS manikin via Bluetooth before this study. By storing these data of trainees at an individual level in the same LMS, educators were able to see the progress of the trainings and had precise data about compression depth, compression frequency, and ventilation volume retrieved from the manikin’s sensors. In conventional OSCE-based BLS training examinations, educators have to estimate compression depth, compression frequency, and ventilation volume depending on their visual estimation. By using the new platform combining BLS serious game scores and hands-on training data obtained with visual OSCE criteria and sensor data, assessment
of the knowledge domain and practical domain could be carried out with performance data that can be retrieved from the LMS at an individual level. Statistical analysis of this study revealed that there was no statistically significant difference in terms of success in any of the trials, (serious game, hands-on, and OSCE) and their score distributions (Mann–Whitney U test, P>.05) according to gender as shown in Table 3. All participants were given unlimited access for using the serious game module and all of them could reach 80/100 scores or above in an average of 1.4 (SD 0.6) trials. These data revealed that the knowledge domain could be assessed with the examination mode of the serious gaming module. By contrast, no statistically significant correlation was detected between the participants’ serious game, hands-on training app, and OSCE scores (Spearman rho test, P>.05) as shown in Table 4. The mean BLS serious game score of the participants was 88.3 (SD 5.1), whereas their mean hands-on training app score was 70.7 (SD 17.3) and OSCE score was 84.4 (12.9). Although identical scoring criteria were used for hands-on training app and OSCE, OSCE scores were 17% higher than hands-on training app scores. After analyzing the difference in scores between the hands-on training app and OSCE, it was found out that these differences originated from scoring parameters such as compression depth, compression frequency, and ventilation volume. These data support the hypothesis of this study that evaluation of BLS trainings would be more objective if these evaluations were carried out with the modality, which combines OSCE scoring criteria with sensor data retrieved from the simulator’s sensors.

Limitations

Only 1 of the 25 participants (4%) experienced login issues during authorization and due to internet connectivity issues. Two software bugs were encountered during the implementation phase and were all solved in the third version of the serious gaming software. The other problem was a Bluetooth connectivity issue between the hands-on app and BLS manikin in 4 of the 25 (16%) participants. This problem was resolved by removing other Bluetooth devices from the training area. The limitation of this study was that the number of participants was limited to 25. This was due to the COVID-19 pandemic, as the number of students should be limited and diluted in order to minimize any contamination risk.

Conclusions

The advantages of using serious games before simulation sessions has been proven by several studies. This study revealed that using the platform combining serious game performance data with hands-on training data obtained by combining visual OSCE criteria and sensor data such as compression depth, compression frequency, and ventilation volume from the BLS manikin via Bluetooth enables educators to have an overview of learners’ serious game and hands-on performance data. The platform provides more accurate data in comparison with visual observation when assessing compression depth, compression frequency, and ventilation volume compared with conventional OSCE examinations. This platform is planned to be used with more learners and educators in the upcoming studies. A new augmented virtuality–based module, which will provide mixed reality–based BLS training, is being developed at our center. This new module will be replacing the hands-on training app in our upcoming studies. Using this module, tracking the manikin in virtual space, having haptic response from the manikin, and retrieving its sensor data will be possible. Similar studies are planned by using the mixed reality–based platform in the upcoming months, when the system is ready for use.
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Abstract

Background: Serious games for health have been gaining in popularity among scholars and practitioners. However, there remain a few questions to be addressed.

Objective: This study tests the effects of a serious game and fear appeals on smoking-related outcomes. More specifically, this research aims to understand how serious games function as a more effective vehicle for a health campaign than a traditional medium, such as a print-based pamphlet. Further, while serious games utilize a variety of persuasive strategies in the game’s content, it is not clear whether fear appeals, which are widely used persuasive-message strategies for health, can be an effective strategy in serious games. Thus, we are testing the effect of fear appeals in a serious game.

Methods: We created a computer game and a print brochure to educate participants about the risks of smoking. More specifically, a flash-based single-player game was developed in which players were asked to avoid cigarettes in the gameplay context. We also developed an online brochure based on existing smoking-related brochures at a university health center; antismoking messages on the computer game and in the brochure were comparable. Then, an experiment using a 2 (media type: game vs. print) x 2 (fearful image: fear vs. no-fear) between-subjects design was conducted. The study recruitment was announced to undergraduate students enrolled in a large, public Midwestern university in the United States. After a screening test, a total of 72 smokers, who reported smoking in the past 30 days, participated in the experiment.

Results: Overall, gameplay, when compared to print-based pamphlets, had greater impacts on attitudes toward smoking and the intention to quit smoking. Further, the game’s persuasive effects were especially pronounced when messages contained fear appeals. When fearful images were presented, participants in the game condition reported significantly more negative attitudes toward social smoking than those in the print condition \[F(1,67)=7.28; P=.009; \eta^2=0.10\]. However, in the no-fear condition, there was no significant difference between the conditions \[F(1,67)=0.25; P=.620\]. Similarly, the intention to quit smoking \[F(1,67)=4.64; P=.035; \eta^2=0.07\] and susceptibility \[F(1,67)=6.92; P=.011; \eta^2=0.09\] were also significantly different between the conditions, but only when fear appeals were used.

Conclusions: This study extends fear appeal research by investigating the effects of different media types. It offers empirical evidence that a serious game can be an effective vehicle for fear appeals.

(JMIR Serious Games 2020;8(4):e18528) doi:10.2196/18528}
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fear appeals; serious games; smoking; entertainment education; susceptibility

Introduction

Smoking and Smoking Cessation Interventions
Smoking is one of the most prevalent risky health behaviors. Currently, there are more than 35 million Americans that identify as smokers [1]. Although the number of smokers has consistently declined over the years, smoking has frequently been associated with negative health outcomes that often lead to death. Worldwide, smoking is responsible for more than 7 million deaths per year [2]. In the United States alone, more than 480,000 deaths a year are due to smoking, which includes 41,000 deaths due to second-hand smoking [3]. Researchers and medical professionals have also identified smoking as one of the most important risk factors for various health problems, such as different types of cancer [4], kidney failure [5], and cardiovascular disease [6]. In fact, more than 16 million Americans are living with a disease that was caused by smoking [3].

Smoking is particularly serious among young adults. Statistics indicate that nearly 9 out of 10 smokers try their first cigarette by the age of 18 years [3]. More than half of college smokers are reported as social smokers [7], and 1 in every 5 social smokers become a daily smoker during their 4 years at college [8]. In all, extant evidence suggests a strong need for investigating social smokers at the college level [9].

In an attempt to resolve prevalent smoking behaviors, much effort has focused on antismoking campaigns and interventions. For example, researchers have investigated the smoker identity to better understand how a smoker’s self-identification is related to their attitude toward smoking [9]. Also, the effectiveness of diverse media types for smoking cessation interventions have been examined, such as text messaging [10] and web-based approaches [11]. However, regardless of these efforts, smoking issues remain. This calls for a need to consider a different type of medium for health intervention, such as serious games for health.

Serious games for health have been gaining popularity among scholars and practitioners. However, there remain a few questions to be addressed. First, there is a strong need to understand how serious games can be more persuasive compared to other media types, such as print pamphlets. Second, while serious games utilize a variety of persuasive strategies in the game content, it is not clear whether fear appeals, which are widely used persuasive-message strategies for health, can be an effective strategy in serious games. That is, collectively, little research has examined the effects of media types when fear appeals have been utilized in the game content. To fill in the gap, this study investigates the effectiveness of a serious game compared to a printed brochure in the context of fear appeals.

Fear Appeals
Fear appeals are described as “a persuasive message that attempts to arouse the emotion of fear by depicting a personally relevant and significant threat” [12]. That is, fear appeals are generally designed to scare people by describing negative outcomes that could occur when a recommended health behavior is not followed [12-14]. In acknowledgment of their effectiveness, fear appeals have been used as a core concept in a handful of health-related theories, such as the Protection Motivation Theory (PMT) [15] and the parallel process model [16]. Of the various fear-based theories, the extended parallel process model (EPPPM) uses a more extensive approach to the understanding of fear [12] by combining aspects of PMT and the parallel process model. EPPPM was developed to address the varying outcomes of these previous approaches regarding fear appeal messages. For example, research [12] emphasized “the role of the emotion fear in individuals’ responses to fear appeals” in EPPPM, which was not fully addressed in other theories.

Fear appeals have specifically been used to combat health issues and produce positive outcomes; fear-based messages have been incorporated in diverse health campaign materials to persuade people to change their behaviors and attitudes toward making healthy choices [17]. Song et al [18] found that seeing a visualized fearful future, which was presented via a deteriorated image of one’s self due to smoking, increased not only smokers’ negative attitudes toward social smoking but also their intention to stop smoking when compared to other smokers not exposed to the fearful future. Findings from a meta-analysis also noted the effectiveness of fear appeals [14].

Although fear has been studied for decades, questions remain. In particular, it is not clear whether a fear-based strategy would also work effectively in gaming contexts. The effects of fear appeals were examined in various media platforms (eg, text, graphic/images, video); however, the role of fear in interactive games (eg, serious games) compared to other traditional media platforms (eg, print-based brochure) has not been fully addressed. In this regard, there is a need to understand how a fear-based strategy would work in games, compared to other traditional media platforms.

Serious Games
Serious games are computer or video games designed for the primary purpose of educating users beyond entertainment purposes (eg, educational games, exercise video games, language learning games) [19-22]. Studies have demonstrated that serious games are effective in sharing information as well as changing attitudes and behaviors in a variety of health domains, such as safe sex [23], healthy eating [24-26], cancer [27,28], smoking [29,30], exercise [31-33], asthma management [34,35], and over-the-counter medication [36].

Several health education strategies are incorporated into serious games, including exposure therapy, behavioral rehearsal, and role-playing. The exposure therapy strategy provides repeated cues that trigger anxiety, often employed to diminish the anxiety or urge as a treatment for anxiety disorders such as acrophobia and arachnophobia [37-40]. The behavioral rehearsal strategy involves individuals practicing healthy behaviors, such as utilizing coping strategies to avoid relapse from smoking or
choosing healthy foods repeatedly in a game to encourage the participant to engage in similar behaviors in a real-life setting [26]. Lastly, the role-playing strategy is used to help people understand various social settings from other perspectives [41].

**Features and Underlying Mechanisms of Serious Games**

Games, compared to traditional media, have several unique built-in features. In particular, games can provide powerful learning experiences to change real-life behaviors with structural features and mechanisms that enable individuals to have their own experiences of the daunting future. In fact, research has identified various benefits of games for learning [42-47]. Specifically, Gee [43] highlighted certain features of games that are beneficial to learning. These include co-design and customization, where players have an interactive role with the content they engage with; manipulation, which allows players to engage in actions at a distance; and identity, where players have the ability to take on a new identity in games. These features allow the player to have new, meaningful experiences that have the potential to alter the player’s thought processes. The following describe some unique features and underlying mechanisms of serious games in more detail: (1) the combination of enactive and vicarious learning; (2) persuasion through entertainment education; and (3) interactively tailored content.

**Combination of Enactive and Vicarious Learning**

Social Cognitive Theory [48] explains that there are 2 types of human learning processes: enactive and vicarious learning. Enactive learning occurs when individuals directly experience the consequences of their behaviors. Vicarious learning occurs when individuals observe other people’s actions and thereby experience the consequences of their behaviors indirectly. Research [48,49] explains that enactive learning is more powerful than vicarious learning; however, enactive learning is often limited due to physical limitations (eg, time, space). Thus, vicarious learning is inevitable to expand humans’ experiences beyond everyday life routines. Someone else’s rare experiences or stories in the media (eg, movies, television) can provide a much wider range of occurrences that cannot be directly experienced.

Particularly, smoking-related fear appeals have been primarily associated with vicarious learning [50] because direct experiences of negative consequences could cause detrimental effects on the smoker’s real body. Thus, efforts have been focused on sharing someone else’s negative experiences of smoking via various methods such as images, messages, or testimonials. Research [49] argues that vicarious learning plays an important role by expanding knowledge and skills without necessarily having to participate directly in an action.

Following the above-mentioned argument, it is important to note that serious games can offer the benefits of both enactive and vicarious learning. First, the center of action resides in the game player rather than the observations of another individual’s actions. During gameplay, a player uses an individualized avatar (ie, game characters), and the player’s decisions and actions in the virtual environment have consequences for their avatar. In other words, players engage in enactive learning experiences through the body of the avatar. This process, conceptualized as “mediated enactive experience” [26], is a unique feature of gameplay compared to other traditional media where individuals passively observe someone else’s experiences. Additionally, Yee and Bailenson [51] found that people behave differently depending on the appearance of the avatar they control, which is understood as the Proteus Effect [51,52]. The Proteus Effect not only shows that the appearance of an avatar affects online behavior but also offline behavior [52]; an individual’s behavior in the real world can be altered based on the appearance of an avatar they control in a digital world. Thus, in-game actions that alter an avatar’s appearance not only influence the avatar but the individual controlling it as well.

Second, serious games also offer a breadth of vicarious learning. Unlike experiences in the physical environment, game experiences are not limited in terms of space, time, and the number of potential counterparts with whom players can interact. In gameplay, players can vicariously engage in actions and behaviors that may not be easily manifested in the physical world. Accordingly, a serious game is a unique vehicle; it provides a combination of both enactive and vicarious learning, can increase effective learning outcomes from the gameplay, and has the potential to be an effective persuasive medium.

**Persuasion Through Entertainment Education**

Fear appeals can be effective persuasive tools; however, they can also fail to accomplish what they were intended to do. One of the main reasons fear appeals can fail is that the experience of fear sometimes leads an individual to avoid or ignore a message that generates a negative emotion rather than changing risky behaviors [12]. Research has shown evidence that Entertainment-Education (E-E) can be successful by subverting topic avoidance caused by fear [53].

E-E is a strategy that utilizes popular entertainment media (eg, games, television, radio) to educate audiences [54,55]. The fun factor embedded in E-E materials generates intrinsic motivation and facilitates audience involvement that can result in persuasive message reception [56]. In a longitudinal qualitative study [57] focused on using a serious game to help with smoking cessation, participants indicated that they found the serious game to be fun; and these participants also demonstrated greater levels of motivation than the participants that were not exposed to a serious game.

For the same reason, people watch horror movies despite the negative emotions (eg, horror, sadness) they may experience, as the fun factor in the narratives holds an audience’s attention through the duration of the message [53,58]. For example, a suspense study [58] showed individuals were willing to experience negative emotions and intensive arousal as a payoff to know what would happen next in the narratives. Previous work also explains that narrative forms of communication may sustain attention among low-motivation audiences and generate inadvertent persuasive effects [59]. Further, E-E has been found to be persuasive by reducing counterarguments [53]. According to the Extended Elaboration Likelihood Model (E-ELM), viewing dramatic elements in contexts (eg, gory and fearful images) leads to less critical perceptions of content [60-62]. However, viewers are less likely to develop counterarguments.
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as they encounter E-E messages and are therefore more likely to be persuaded by the messages.

**Interactively Tailored Content**

Messages can be more persuasive when they are tailored to the specific individual or group of people exposed to them. Tailoring is defined as “any combination of information or change strategies intended to reach one specific person based on characteristics unique to that person, related to the outcome of interest, and derived from an individual assessment” [63]. Thus, an advantage of tailored messages is their ability to depend on the individual differences among people, rather than assuming the effects are homogenous across a group of people [64].

Compared to nontailored messages, tailored messages are more likely to be read, understood, recalled, and perceived as trustworthy; thereby, they have a greater potential for persuasion and behavioral change [65-69]. Particularly, tailored messages have been effective in fear appeal strategies by motivating individuals to think that the risk condition may happen to them (ie, increasing perceived susceptibility) [70-72]. When tailored messages are provided, individuals tend to perceive that the messages are better fit for their condition [73,74], resulting in an increased level of perceived susceptibility. Important to note, however, is a meta-analysis using tailored health-behavior change interventions [75]. Results indicated that message tailoring has positive effects on most health-related attitudes except perceived susceptibility. While more research is needed to understand the results of the meta-analysis, a direction for future research would be testing the impact of tailored messages in varying degrees on perceived susceptibility.

As tailoring/customization is afforded in many digital and video games [76], serious games, too, can provide tailored health messages as well as personalized, interactive feedback associated with each action. For example, the game narratives develop based on a player’s decisions and behaviors in a highly interactive fashion. As Rafaeli [77] indicated, interactivity, considered to be a natural characteristic of face-to-face conversation (eg, communicating with a personal counselor), is now commonly observed in the computer-mediated environment. Games have considerable opportunities for message tailoring and providing interactive feedback at any time with almost no additional cost, unlike traditional, print-based formats that may have limitations both in quantity and quality of message tailoring.

In fact, empirical research has found that people exposed to a more interactive message were more likely to change their attitudes [30]. For instance, participants exposed to serious games are able to abstain from smoking longer than participants that were not exposed to serious games [78,79]. This is likely due to gamified application, which helps to distract participants from smoking and provided helpful smoking cessation advice [80]. Raiff et al [81] also found that participants are more likely to use a serious game to aid the cessation of smoking as compared to other cessation tactics, such as using a nicotine patch, a drug, or attending a support group.

This study compares the potential of a serious game to a traditional, print-based format regarding the use of fear appeals as a persuasive vehicle. More specifically, the current study hypothesizes that antismoking messages featured in a serious game will be more likely to positively influence smoking-related outcomes than a print-based brochure. Additionally, the study tests the role of fear appeals in serious games to understand whether media types would interplay with fear appeal strategies. To better understand the key aspects of smoking-related outcomes, the study specifically focuses on the following: attitudes toward smoking, the intention to quit smoking, and perceived susceptibility.

Based on the aforementioned literature, the following 3-part hypothesis is proposed: Individuals playing an antismoking game report stronger levels of (1) negative attitudes toward social smoking, (2) intention to quit smoking, and (3) perceived susceptibility to smoking-induced risks than individuals reading an antismoking print-based pamphlet. The following research question is also proposed: What role does a fear appeal strategy play in a serious game compared to a print brochure for an antismoking health campaign?

**Methods**

**Participants**

To identify eligible participants, a screening test was conducted online among undergraduate students enrolled in a large, public Midwestern university in the United States. Only individuals who reported smoking in the past 30 days were contacted. Thus, a total of 72 smokers were included in this study. Of the 72 participants, the sample comprised of 41 men (57%) and 31 women (43%), with a mean age of 21.40 (SD 5.14) years. The median smoking frequency was 2 to 3 times a week.

We conducted an experiment to test the hypothesis and research question. In particular, a 2 (media type: game vs. print) x 2 (fearful image: present vs. not present) between-subjects design was employed. Participants were assigned into 1 of the 4 experimental conditions: the game-fear condition (n=16), the game-no fear condition (n=16), the print-fear condition (n=19), and the print-no fear condition (n=21). To ensure that there were no initial differences among the experimental groups, several analyses were conducted regarding sex, age, and smoking frequency. Results found that there were no statistically significant differences between groups. Thus, group equivalence was ensured. Demographic information for each experimental group is presented in Table 1.
Table 1. Description of the participants (n=72) in each experimental group.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Game-fear group (n=16)</th>
<th>Game-no fear group (n=16)</th>
<th>Print-fear group (n=19)</th>
<th>Print-no fear group (n=21)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender*, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>11</td>
<td>9</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>Female</td>
<td>5</td>
<td>7</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>Age* in years, mean (SD)</td>
<td>19.81 (6.49)</td>
<td>21.88 (2.31)</td>
<td>22.58 (4.49)</td>
<td>21.19 (6.05)</td>
</tr>
<tr>
<td>Smoking frequency*, median times per week</td>
<td>1</td>
<td>2-3</td>
<td>2-3</td>
<td>2-3</td>
</tr>
</tbody>
</table>

*Group difference for sex: $\chi^2(3)=1.624; P=.654$.

**Group difference for age: $F(3)=0.894; P=.449$.

*Group difference for smoking frequency: $\chi^2(18)=15.014; P=.661$.

Material Development

A series of steps were taken to develop materials for the experiment. First, a print brochure was created (Figure 1). To develop health messages for the brochure, all the antismoking related brochures available at the health center on the university campus were collected. Factoids, or information frequently appearing in the brochures, were identified and reformatted into a question-and-answer format containing 8 questions and answers. Then, a smoker’s testimonial message, including feelings of physical weakness, regrets about not quitting smoking earlier, and complaints about looking old compared to nonsmokers of similar age, was created. The testimonial content was presented alongside a photo of the smoker in the brochure.

Fear conditions were manipulated based on the smoker’s face. In the no-fear condition, only a young and healthy-looking face of a smoker was presented. However, in the fear condition, both a young, healthy-looking face of a smoker and an old, wrinkled face of the same smoker (which was caused by smoking) were presented.

In the fear condition for the print brochure, one page of the pamphlet showed a young and healthy-looking face with the subtitle, “Go to the next page to see how smoking can change her.” On the following page, a discolored and wrinkled face was featured with a message stating, “Smoking can make you look 20 years older.” Further explanation was provided: “Besides having the lungs of a senior, by the time a smoker turns 40, they will have approximately as many wrinkles as nonsmokers in their 60s.” In the no-fear condition, only a young and healthy-looking face of a smoker was presented, and there was no mention of what smoking can change in a person’s face. Otherwise, all the textual and graphical messages remained the same as the fear condition.
For the game condition (Figure 2), a computer game was developed for the purpose of educating smoking risks. The game is a flash-based single-player game where users are asked to avoid smoking cigarettes when they are stressed out because of an upcoming exam (Level 1) and when they are hanging out at a bar (Level 2). This game includes all 3 structural features of digital games that were discussed earlier (ie, combination of enactive and vicarious learning, entertainment education, and interactive tailoring). Players have full control of the avatar, enabling mediated enactive experiences. All of the actions (eg, avoiding smoking) are based on the player’s own decisions. Players are in the center of the narratives and experience the negative consequences of the smokers (eg, not getting a second date, physical weakness, financial consequences) as their own experience rather than as someone else’s (ie, combination of mediated enactive and vicarious experience). The game ends
with a monograph where the avatar regrets not quitting smoking while he or she was young. At the end of each level of the game, there is an educational quiz session, which was designed to be interactive. Depending on which answer the individual picks, true/false results are given, followed by a tailored explanation to give more detailed information about smoking. The game is designed to be easy to play—all of the participants in the game condition self-reported playing the game without difficulty.

**Figure 2.** Antismoking intervention computer game. (The face of the avatar was not blurred in the original game; it has been blurred for this publication only).

In the fear condition for the game, participants played with an avatar that had a young and healthy-looking face in Level 1. Then, they were told their avatar’s face would look aged in Level 2 due to smoking experienced in Level 1. In the no-fear condition, a young and healthy-looking face was used in both Levels 1 and 2. In order to avoid any potential confounding effects, the gender of the smoker’s face was matched with that of participants in both conditions. Also, the smoking-related content portrayed in the game was consistent with the print pamphlet.

**Procedure**

Upon the university’s Institutional Review Board’s approval, a recruitment message was distributed via the university’s email system. Interested participants contacted the researcher via an online survey system. Prior to the experiment, researchers conducted a pretest to assess baseline smoking-related attitudes and perceptions. Approximately 2 weeks after the completion of the pretest, half of the participants, who were randomly selected to a game condition, were invited to a physical lab where they played the game. The other half of the participants were invited to an online lab where they viewed the pamphlet. Upon completing the main task of the study, participants were instructed to complete a posttest.

**Measures**

**Pretest**

Negative attitudes toward social smoking (\(\alpha=.77\)) were measured by 6 items (e.g., “Social smoking can cause health issues”). Intention to quit smoking (\(\alpha=.89\)) was assessed using 8 items (e.g., “I am willing to try quitting smoking”). All of the responses were obtained on a 10-point Likert-type scale (1=Strongly Disagree; 10=Strongly Agree).

**Posttest**

Negative attitudes toward social smoking (\(\alpha=.77\)) and intention to quit smoking (\(\alpha=.89\)) were measured in the posttest again, and the same items were used from the pretest. Susceptibility (\(\alpha=.89\)) was measured by 6 items focusing on the negative consequences of smoking described in the antismoking messages (e.g., “I think I will look old if I keep smoking” and “I know that I will have bad breath if I keep smoking”). Due to the specificity of the measure related to the messages in both the game and print conditions, considerable test-sensitization issues were expected. Therefore, susceptibility was asked only once in the posttest. All of the measures were developed for the study, and the responses were obtained on a 10-point Likert-type scale (1=Strongly Disagree; 10=Strongly Agree).
Results

Controlling for the sex of the participants, a series of analyses of covariance (ANCOVAs) were conducted using SPSS software (version 25; IBM Corp) to test the proposed hypothesis and the research question. Because attitudes towards social smoking and intention to quit smoking were measured at both pretests and posttests, they were tested based on the score difference between pretests and posttests (score=posttest – pretest). Therefore, positive scores indicate that posttest scores are higher than the pretest scores. Since susceptibility was measured in the posttest only, the final index was based on the posttest score.

Regarding the first part of the hypothesis (hypothesis 1), individuals in the game condition (mean 0.93, SD 1.60), compared to those in the print condition (mean 0.09, SD 1.45), reported significantly more negative attitudes toward social smoking \(F(1,67)=5.25; P=.03; \eta_p^2=0.07\). As for the second part of the hypothesis (hypothesis 2), there was no significant difference in the intention to quit smoking between the game condition (mean 0.49, SD 1.17) and the print condition (mean -0.22, SD 1.99) \(F(1,67)=2.83; P=.10; \eta_p^2=0.04\). With regard to the third part of the hypothesis (hypothesis 3), individuals in the game condition (mean 8.48; SD 1.22) reported a greater level of susceptibility \(F(1,67)=5.81; P=.02; \eta_p^2=0.08\) than those in the print condition (mean 7.65, SD 1.91). In sum, hypothesis 1 (attitudes) and hypothesis 3 (susceptibility) were supported, but hypothesis 2 (intention) was not. Table 2 illustrates the main effects of media format and fear.

### Table 2. Main effects of media format and fear.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Media format</th>
<th>Fear</th>
<th>No fear</th>
<th>Univariate F</th>
<th>P value</th>
<th>(\eta_p^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitudes</td>
<td>Game</td>
<td>0.93 (1.60)</td>
<td>0.09 (1.45)</td>
<td>N/A(^a)</td>
<td>N/A</td>
<td>5.25</td>
</tr>
<tr>
<td></td>
<td>Print</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention</td>
<td>Game</td>
<td>0.49 (1.17)</td>
<td>-0.22 (1.99)</td>
<td>N/A</td>
<td>N/A</td>
<td>2.83</td>
</tr>
<tr>
<td></td>
<td>Print</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Susceptibility</td>
<td>Game</td>
<td>8.48 (1.22)</td>
<td>7.65 (1.91)</td>
<td>N/A</td>
<td>N/A</td>
<td>5.81</td>
</tr>
<tr>
<td></td>
<td>Print</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.

To answer the research question that examined the interplay between media types and fear appeals, interaction effects and simple main effects were assessed (Table 3).

None of the interaction effects were significant [attitudes: \(F(1,67)=2.52; P=.12\); intention: \(F(1,67)=2.00; P=.16\); susceptibility: \(F(1,67)=1.89, P=.17\)]. However, the differences between the pretests and posttests appeared to be greater in the game condition compared to the print condition (Table 3).

Further analyses were conducted to examine the simple main effects of fear and media types. As 2 different comparisons were conducted in each simple test, the decision of statistical significance was made based on the adjusted \(P\) value .025 (.05/2) to reduce any potential error rate. First, when fearful images were presented, participants in the game condition reported significantly more negative attitudes toward social smoking than those in the print condition \(F(1,67)=7.28; P=.009; \eta_p^2=0.10\). However, in the no-fear condition, there was no significant difference between the game and the print condition \(F(1,67)=0.25; P=.62\). Further, there was no significant difference between the fear and no-fear condition in the game condition \(F(1,67)=2.76; P=.10\) and in the print condition \(F(1,67)=0.29; P=.60\). In all, the result indicated that the effect of fear on negative attitudes toward social smoking was stronger in the game condition than the print condition.

Next, simple main effects on the intention to quit smoking were tested. In the fear condition, participants in the game condition reported greater intention at a \(P\) value of .035 \(F(1,67)=4.64; P=.035; \eta_p^2=0.07\) compared to those in the print condition. However, in the no-fear condition, there was no significant difference between the game and the print condition \(F(1,67)=0.04; P=.85\). Further, there were no significant differences between the fear and no-fear condition in the game condition \(F(1,67)=1.42; P=.24\) and in the print condition \(F(1,67)=0.63; P=.43\). The result found that the effect of fear on the intention to quit smoking was stronger in the game condition than the print condition, although the \(P\) value was at .035.
Table 3. Simple effects of media format and fear.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Condition, mean (SD)</th>
<th>Fear</th>
<th>No fear</th>
<th>Univariate $F$</th>
<th>$P$ value</th>
<th>$\eta^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fear</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudes</td>
<td>1.40 (1.02)</td>
<td>-0.06 (1.32)</td>
<td>N/A*</td>
<td>N/A</td>
<td>7.28</td>
<td>.009</td>
</tr>
<tr>
<td>Intention</td>
<td>0.87 (1.23)</td>
<td>-0.46 (2.19)</td>
<td>N/A</td>
<td>N/A</td>
<td>4.64</td>
<td>.035</td>
</tr>
<tr>
<td>Susceptibility</td>
<td>8.33 (1.52)</td>
<td>7.00 (2.20)</td>
<td>N/A</td>
<td>N/A</td>
<td>6.93</td>
<td>.011</td>
</tr>
<tr>
<td><strong>No fear</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudes</td>
<td>0.47 (1.94)</td>
<td>0.22 (1.58)</td>
<td>N/A</td>
<td>N/A</td>
<td>0.25</td>
<td>.62</td>
</tr>
<tr>
<td>Intention</td>
<td>0.11 (1.50)</td>
<td>0.01 (1.81)</td>
<td>N/A</td>
<td>N/A</td>
<td>0.04</td>
<td>.85</td>
</tr>
<tr>
<td>Susceptibility</td>
<td>8.64 (0.84)</td>
<td>8.24 (1.42)</td>
<td>N/A</td>
<td>N/A</td>
<td>0.56</td>
<td>.46</td>
</tr>
<tr>
<td><strong>Game</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudes</td>
<td>N/A</td>
<td>1.39 (1.02)</td>
<td>0.47 (1.94)</td>
<td>2.76</td>
<td>.10</td>
<td>.04</td>
</tr>
<tr>
<td>Intention</td>
<td>N/A</td>
<td>0.87 (1.23)</td>
<td>0.11 (1.01)</td>
<td>1.42</td>
<td>.24</td>
<td>.02</td>
</tr>
<tr>
<td>Susceptibility</td>
<td>N/A</td>
<td>N/A</td>
<td>8.33 (1.52)</td>
<td>8.64 (0.84)</td>
<td>0.19</td>
<td>.66</td>
</tr>
<tr>
<td><strong>Print</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudes</td>
<td>N/A</td>
<td>-0.06 (1.32)</td>
<td>0.22 (1.58)</td>
<td>0.29</td>
<td>.60</td>
<td>.004</td>
</tr>
<tr>
<td>Intention</td>
<td>N/A</td>
<td>-0.46 (2.19)</td>
<td>0.01 (1.81)</td>
<td>0.63</td>
<td>.43</td>
<td>.01</td>
</tr>
<tr>
<td>Susceptibility</td>
<td>N/A</td>
<td>N/A</td>
<td>7.00 (2.20)</td>
<td>8.24 (1.42)</td>
<td>6.54</td>
<td>.013</td>
</tr>
</tbody>
</table>

*aN/A: not applicable.

Regarding susceptibility, when fear was presented, participants in the game condition reported greater susceptibility than those in the print condition [$F(1,67)=6.92; P=.011; \eta^2=.09$]. However, when fear was not presented, there was no significant difference between the 2 media types [$F(1,67)=0.56; P=.46$]. Further, in the game condition, there was no significant difference between the fear and no-fear condition [$F(1,67)=0.19; P=.66$]. Finally, in the print condition, people in the no-fear condition reported greater susceptibility than those in the fear condition [$F(1,67)=6.54; P=.013; \eta^2=.09$]. The results indicated that the effect of fear on susceptibility was stronger in the game condition than the print condition. Further, in the print condition, not using fear was more effective than using fear in increasing susceptibility (Table 3).

**Discussion**

**Principal Findings**

This study compared the effectiveness of game- and print-based fear appeal messages in the context of social smoking, such as attitudes toward smoking, intention for smoking cessation, and susceptibility. Overall, the results indicate that games can be a more persuasive vehicle than print-based pamphlets when fear is incorporated in the message. Specifically, the study found that when smokers play the game, they experience more negative attitudes toward social smoking and greater susceptibility than those who read the pamphlet. Further, the result of the simple main effect analyses suggest that the game’s persuasive effects are more pronounced when the media content includes fear messages; when a fearful image is presented in the form of an altered, aged face due to smoking, playing the game is significantly more likely to induce persuasive outcomes compared to reading the print pamphlet. However, such differences between the 2 media types are not observed when the fearful image is not presented.

**Contributions and Implications**

The present study extends fear appeal research by investigating the persuasive role of games and offers empirical evidence that a serious game can be an effective vehicle for fear appeal strategies. Games can provide unique opportunities that other traditional media cannot offer, and the use of games has the potential to further expand the fear appeal literature. For example, games can be an effective medium to identify and design an optimal situation to make fear appeal strategies work effectively, as game features make it possible to manipulate the characteristics of the avatar or narratives in order to enhance the effects of fear appeals. In addition, games can be tailored to each participant at reasonable costs. Serious games implemented in settings such as waiting rooms at hospitals and health care centers, for instance, may provide more successful outcomes than placing traditional pamphlets on magazine racks.

Another contribution of this study is the findings related to the effect of media types on susceptibility. Previous literature shows that promoting susceptibility has often been challenging because susceptibility is vulnerable to the innate human tendency to possess an optimistic bias [82]. Individuals are likely to prospect that their own future will be brighter compared to average people, which can interfere with a person’s accurate assessment of health risks [83]. In a similar vein, a meta-analysis [75] revealed that tailored messages, which are widely considered to be an effective strategy in health campaigns, resulted in
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positive changes for all other health-related attitudes except susceptibility. The meta-analysis study found that susceptibility demonstrated the opposite pattern; tailored messages reduced perceptions of susceptibility. A plausible explanation is that the attempt to tailor messages in traditional formats of media is limited in its ability to trigger enactive learning experiences, which sometimes results in the boomerang effect of reduced susceptibility. However, the findings of our study imply that serious games may enhance the perception of susceptibility more than print-based brochures. In fact, this finding is supported by research that interactive media enhances perceived susceptibility [71]. As such, this study argues that the interplay among susceptibility, media types, and fear appeals is important to note and calls for more research.

In addition, this study further strengthens the extant body of research. While a handful of studies have already investigated serious games and smoking, the current investigation is unique from the others in various ways. Specifically, this study examines additional key variables, as compared to the previous studies. In particular, one of the foci of this investigation is on susceptibility, which has received relatively little attention in previous game studies, except in the Song et al [18] study. Also, the present investigation has more potential to generalize the findings to a broader population. While most of the studies similarly indicated that participants had to be at least 18 years old and active smokers, some focused on specific populations, such as pregnant women [79], previously diagnosed cancer patients [78], and individuals identified as having a mental illness [84]. Some studies employed even more requirements. For example, participants had to either own a smartphone [57,79], score above a specific criterion for motivation to stop smoking [79], or had to be currently taking psychiatric medicine, as well as have an assigned psychiatric case manager and psychiatric provider [84]. While these studies provide specific information for particular groups of smokers, the implications of the study interventions might be somewhat limited to a targeted group. In this regard, this study has the potential to generalize results more broadly, as participants were not limited to particular conditions. Moreover, this study effectively compares differences in key variables between a printed pamphlet and a serious game. While some studies (such as the one conducted by Vilardaga et al [84]) tested a paper prototype of their serious game to aid in the development of their actual serious game, the comparison of a serious game and some form of a paper pamphlet is largely missing from previous studies.

Furthermore, this study offers implications for practice. Although an increasing number of studies have reported the effectiveness of games, relatively few have compared the effects of serious games for health education compared to the effects of traditional, printed brochures in the context of fear messages. In this regard, this study demonstrates empirical evidence that health practitioners, especially those who are planning to use fear appeal strategies, should pay close attention to interactive media such as serious games. The study’s findings imply that the threat induced by a comparable description of the dire consequences of current health behaviors can be used more effectively to change problematic behaviors when a game, compared to printed brochures, is utilized. Games can provide powerful experiences to change real-life behaviors with their structural features [85], which can also enable individuals to have their own experience of the daunting future that has not yet materialized in a highly tailored and fun way, paradoxically.

Additionally, this study suggests the adoption of serious games, especially when the intervention is targeting individuals with a low-risk perception. For example, social smokers do not tend to believe that they will suffer from the negative consequences of smoking and even fail to identify themselves as smokers [86]. Thus, interventions targeting regular or habitual smokers are easily neglected by social or occasional smokers. In this regard, games tend to be more approachable to them, and they can be more persuasive.

However, it is important to note that this study does not always suggest using serious games. As part of this study’s findings indicate, there was no significant difference between the 2 media types in the no-fear condition. This result implies that different media types are likely to provide maximum effectiveness when their unique strengths are considered in developing campaigns. For example, print brochures may be useful for providing simple information about health behaviors, while serious games may be helpful for increasing perceived susceptibility in fear appeal messages. It is also important to acknowledge cost-related issues. To avoid offsetting monetary challenges, one could use print brochures to provide simple information about health behaviors for a relatively cheap cost. However, serious games, compared to printed brochures, may be more helpful for increasing perceived susceptibility in fear appeal messages. Then, a free app on a smartphone could make serious games more accessible to the general public. Future research needs to explore various ways to utilize diverse media types in order to maximize the effectiveness of health campaigns.

Limitations and Future Research Directions

As with any research, this study also has a few limitations that should be considered when interpreting the results. First, the study utilized fearful images to investigate the effect of fear appeals but did not consider other types of fear appeal strategies. Given that fear appeals are multifaceted stimuli [15], research has indicated a variety of factors that may influence the effects of fear appeal strategies such as narratives. In order to further expand the study’s findings, future research should investigate various stimuli or the combination of multiple stimuli for fear appeals. In that way, the findings may help design more effective fear appeal strategies by providing detailed practical information.

Second, the study acknowledges that different ranges of exposure time to the study’s stimulus may have influenced the results. Although the message presented in each medium (game and print) was comparable, it was not possible to control the time that each participant spent in their experimental condition. In particular, due to the nature of the medium, participants in the game condition may have spent a bit more time completing their tasks than those in the print condition. Even in the game condition, some participants may have finished the gameplay faster than others. In this regard, future researchers are encouraged to further investigate this issue.
Next, participants in this study were all college students. While previous research has already identified social smoking as being a prevalent behavior among college students [7-9], many others are engaging in this risky health behavior [78,79,84]. Thus, it is possible that the results of the study might be limited to this college student population. Future research should incorporate a more representative sample to ensure these results are more generalizable.

Moreover, the study focused on short-term effects only. Participants were asked their attitudes toward smoking only after interacting with either the game or the pamphlet. Thus, it is not clear whether these interactions would have a long-term effect on the participant’s behavior. Future research should conduct a longitudinal study to assess how effective games and pamphlets are at inducing behavioral changes, such as intentions to quit smoking, over time.

Lastly, although this study did not investigate the role of narratives specifically, the study acknowledges that narratives in games play an important role, especially in persuasion [87]. With the coined term “procedural rhetoric,” Bogost [87] explains that the users of persuasive games learn through the authorship of rules and processes by becoming the game character. Bogost [87] argues that learning achieved by experiencing the procedural rhetoric in persuasive games is quite different from learning-based simply on words/texts and visual images. Similarly, the concept of narrative persuasion has also been conceptualized and tested together with the feeling of transportation in persuasion and education contexts [88,89]. While these concepts may have played a role in this study’s findings, they were not empirically tested in this investigation. Future researchers are encouraged to further expand this line of research.

**Conclusion**

Games have great potential to expand fear appeal research with their unique features. As with media convergence, games are gradually merged into other media such as social media and social television. Thus, it is important to further investigate ways to utilize games merged into other media to expand the fear appeal literature. In this regard, this study sheds light on the use of serious games in the context of utilizing fear appeals.
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Abstract

Background: Virtual simulation is the re-creation of reality depicted on a computer screen. It offers the possibility to exercise motor and psychomotor skills. In biomedical and medical education, there is an attempt to find new ways to support students’ learning in neurophysiology. Traditionally, recording electroencephalography (EEG) has been learned through practical hands-on exercises. To date, virtual simulations of EEG measurements have not been used.

Objective: This study aimed to examine the development of students’ theoretical knowledge and practical skills in the EEG measurement when using a virtual EEG simulator in biomedical laboratory science in the context of a neurophysiology course.

Methods: A computer-based EEG simulator was created. The simulator allowed virtual electrode placement and EEG graph interpretation. The usefulness of the simulator for learning EEG measurement was tested with 35 participants randomly divided into three equal groups. Group 1 (experimental group 1) used the simulator with fuzzy feedback, group 2 (experimental group 2) used the simulator with exact feedback, and group 3 (control group) did not use a simulator. The study comprised pre- and posttests on theoretical knowledge and practical hands-on evaluation of EEG electrode placement.

Results: The Wilcoxon signed-rank test indicated that the two groups that utilized a computer-based electrode placement simulator showed significant improvement in both theoretical knowledge (Z=1.79, P=.074) and observed practical skills compared with the group that studied without a simulator.

Conclusions: Learning electrode placement using a simulator enhances students’ ability to place electrodes and, in combination with practical hands-on training, increases their understanding of EEG measurement.

(JMIR Serious Games 2020;8(4):e18768) doi:10.2196/18768
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**Introduction**

**Simulation**

Simulators are devices that mimic the technical and physical aspects of real-life activities and are typically used in training environments where real-life practice is not viable [1]. Simulators are as closely correlated as possible to existing guidelines and protocols of the process they are designed to imitate [2]. Room-scale simulators have multiple restrictions that mostly derive from excessive costs and size, making them unattainable by most higher education settings. For teaching and learning purposes, where multiple students would require simultaneous access to simulator training, personal computer (PC)-based simulation is seen as a viable alternative [3]. The primary function of simulators in a teaching and learning setting is not just to facilitate practical skill acquisition, but also to foster theoretical understanding [4]. Learning via PC-based simulation is experiential learning where the teacher is not always present [5]. However, students who use simulators gain better self-confidence and are less anxious when confronted with the actual event of a simulator-trained process than students who have not used simulators [6,7].

Simulations have also been used in the teaching of electroencephalography (EEG) [8]. EEG is a simple method used to monitor brain electrical waves, most commonly as a diagnostic tool for epilepsy. In EEG, electrodes are placed on the scalp and biosignals generated by cerebral neurons, modified by electrical conductivity properties of the tissues, are recorded between the electrical source and the recording electrodes. This method is widely used in neurophysiological clinical diagnosis. In EEG, evoked potentials (visual, somatosensory, motor, auditory) are examples of the recorded brain responses. In addition, different tools for diagnosing sleep disorders, such as polysomnography, respiratory polygraphy, reflex studies (blink reflex and masseter reflex), electroretinography, and electromyography are examined using EEG [9].

As in all educational sectors nowadays, simulation-based approaches are increasingly being utilized in biomedical and medical education; they are used to support student learning and clinical training [10], as well as training in medical procedures [1]. In health care education, simulations are used to improve clinical performance [11] and clinical reasoning [4]. However, learning practical skills (such as EEG electrode placement) requires hands-on exercises, and in biomedical laboratory science education these exercises are usually performed in a laboratory environment [12] rather than through practical training in hospitals. Unfortunately, due to the large number of students who need EEG training, hands-on practice sessions cause disruptions at hospitals. Limited equipment and laboratory staff resources have resulted in a situation where students have a severely constrained number of EEG placement practice sessions. For this reason, teachers tend to resort to lecturing about EEG placement, which usually results in a lack of readiness of students to do practical exercises with adequate guidance.

As a result, professional EEG laboratory staff are more involved in addressing the fundamental skills (eg, identifying the head measurement starting point) of EEG electrode placement rather than providing the holistic EEG experience that a clinical laboratory session should provide. Using PC-based simulations in the field of clinical neurophysiology could be helpful to train biomedical laboratory students in the method of EEG in both practical and theoretical perspectives [13,14]. Even though PC-based simulators have become very important tools in the field of education [15], the current simulator research revealed limited academic interest and no commercially developed PC-based EEG simulator exists to date. There are some commercially available EEG estimators, but there are no educational EEG simulators for the electrode placement system. For educational purposes, some EEG simulators exist mainly for identifying EEG activity. In general, it is believed that EEG simulators are an effective, user-friendly, and inexpensive method for learning EEG morphology and recognizing seizure activity [16]. Some companies delivering EEG measurement devices have developed EEG simulators for control purposes. Efforts are currently underway to develop an EEG results simulator for ensuring that simulation quality is relevant in EEG measurement [17].

**PC-Based Simulator for EEG Electrode Placement**

Routine EEG examinations are implemented in clinical laboratories. Therefore, understanding the EEG recording system is very important for biomedical laboratory scientists working in clinical neurophysiology department at hospitals. In EEG, electrodes should be placed in the correct positions on a patient’s scalp so that the device measurement is reliable while being as comfortable as possible for patients.

In Finland, all biomedical technicians (biomedical laboratory scientists) and nurses have graduated from universities of applied sciences with studies in clinical neurophysiology. Although the details of the study curricula across universities may differ, they all contain a theoretical (ie, classroom) component followed by practical (ie, laboratory) training. There is consensus among lecturers from several Finnish universities and laboratory professionals that the EEG method skills (ie, the underlying theory for practical work with EEG equipment) of students entering the practical training is substandard. This places an additional burden on the laboratory professionals who administer the practical training and could lead to students not being able to successfully complete their neurophysiology studies. If this situation remains unresolved, universities may soon be producing graduates who require work-under-supervision conditions or further on-the-job training before being effective and efficient biomedical technicians.

To better prepare students for practical training, we have developed a PC-based EEG simulator for learning the EEG method and neurophysiology. Our EEG simulator is based on the routinely used 10-20 mapping system [18] for electrode positioning and presents a 3-dimensional model of a human head on which students practice the placement of EEG electrodes according to this system. Our simulator relies on feedback, both immediate and summative, as its primary catalyst for learning. Feedback refers to how close to the correct position trainees place EEG electrodes on the virtual head. Instant updates, as electrodes are placed, give players an opportunity...
to experience instantaneous response [19] regarding their electrode placement accuracy and an opportunity to learn by correcting their electrode positioning. In addition, our EEG simulator presents a summative scoring feedback immediately after the assignment. This satisfies student expectation because it is similar to traditional in-class learning situations where written feedback from the teacher for learning assignments and percentage grade feedback for exams are given postevent [20]. In our case, the summative feedback serves as an enabler for postsimulator debriefing [21], where students can process and strengthen their simulator learning events [22].

The EEG simulator contains two feedback systems—exact and fuzzy—for users. The fuzzy logic system provides human-like feedback through linguistic variables (ie, words) as a way to define results without a precise answer, whereas the exact system gives an axis and magnitude metric of how far away from the correct location the placement is. For example, the fuzzy feedback system provides feedback such as “placement is a little too far left” or “placement is too low,” while the exact feedback system would give “placement is 6.8 mm to the left” or “placement is 32.8 mm too low.” Figure 1 shows two instances of the main interactive view of the EEG simulator application, illustrating (on the right side of each image) the fuzzy and exact feedback systems. A more detailed technical explanation of the application and its implementation was presented in our previous study [8], in which students’ perceptions on feedback mechanisms were examined; students initially favored the fuzzy feedback system, but after a period of practicing and improving electrode placement precision, they wanted to know the exact accuracy of their placements (ie, the exact feedback system).

The main purpose of this study was to extend our earlier research by exploring how the introduction of a PC-based EEG simulator in a higher education neurophysiology course would enhance students’ acquisition of practical skills. This study was also cognizant of the importance of theoretical neurophysiology knowledge and therefore also investigated the impact of EEG simulator use on theoretical knowledge. The following hypotheses were developed for this study:

- **Hypothesis 1:** students utilizing the EEG simulator would show greater improvement in theoretical knowledge than those who did not study using the simulator.
- **Hypothesis 2:** students practicing with the EEG simulator’s fuzzy feedback system would show better hands-on skills for electrode placement than those practicing with the exact feedback system and those not using the EEG simulator at all.

**Figure 1.** Electroencephalography simulator interface screenshots showing fuzzy (A) and exact (B) feedback systems.

**Methods**

**Context of the Study**

The context of this study was a clinical neurophysiology course that had an identical implementation of EEG training at two universities of applied sciences in southern Finland. The first author was the teacher of the training session at both universities. Figure 2 depicts a high-level comparison between the traditional course setup and our newly adapted multimodal study approach containing additional PC-based EEG simulations.

**Figure 2.** Traditional and adapted neurophysiology course. EEG: electroencephalography.
The clinical neurophysiology course included EEG and electromyography methods and evoked potentials; this study focused only on the EEG method. The course implementation and data collection were carried out in the autumn semester of 2018 at one university and in the spring semester of 2019 at the other university. Using the new multimodal study approach, both courses began with a prerecorded online lecture about the basics of the EEG method and neurophysiology. We provided supplementary study material on subject-specific issues for independent studies. All students had access to this material via an e-learning platform and were encouraged to review it at their discretion. After online lectures at the beginning of the course, students had three consecutive days to practice with the simulator for 2 hours/day under teacher guidance. Two weeks afterward, students attended the practical hands-on sessions carried out in the laboratory, where students were able to work with a real EEG hardware system to place the EEG electrodes on the scalp of a coworker’s head. The final laboratory exercises were carried out at the department of clinical neurophysiology in the respective university hospitals.

Research Design and Data Collection

All students in the clinical neurophysiology course at both universities were invited to participate in the study during their respective introductory sessions, and a total of 35 students—10 male and 25 female students aged 20 to 23 years—volunteered to participate. Figure 3 shows the timeline for student activities and data collection during a 5-week data collection period. This study was piloted with 10 students before the actual study was conducted.

Figure 3. Time schedule for the study and data collections. EEG: electroencephalography; UX: user experience.

All students participated in the same prerecorded online introduction, and students’ baseline theoretical knowledge was determined using a pretest (questionnaire A). After this pretest, students were randomly assigned into 3 groups: (1) group 1 studied using an EEG simulator with fuzzy feedback, (2) group 2 studied using an EEG simulator with exact feedback, and (3) group 3 (control group) studied without the EEG simulator. All groups were comprised of 11 to 12 students. After 3 guided simulation sessions for groups 1 and 2 and an independent study period for group 3, a posttest (questionnaire B) was administered to determine possible knowledge improvement. The pretest and posttest (Multimedia Appendix 1) both contained 8 questions—4 neurophysiology theory questions and 4 questions regarding the EEG method for electrode placement. The tests contained different questions to avoid the possible impact of the pretest on the posttest. To ensure that the pre- and posttest questions were valid, we selected questions from neurophysiology training guidelines. Furthermore, to safeguard that the questions were also of a suitable difficulty level, we asked the clinical teacher at the university hospital to evaluate them beforehand. During the 2-week simulation periods with the EEG simulator, students in group 3, who did not have access to the EEG simulator, were asked to study the supplementary learning materials shared on the EdX e-learning platform. Students in groups 1 and 2 also had access to these materials during our study. Students in groups 1 and 2 (who used the simulation) were instructed to keep a diary of their experiences with the simulator and asked to fill in a user experience (UX) questionnaire after using the device.

To test our hypotheses, a pretest–posttest design was implemented to characterize the effect of EEG simulations on theoretical knowledge about EEG methods and neurophysiology. The practical skill of EEG electrode placement was examined with hands-on sessions carried out in a real laboratory environment where two teachers evaluated students’ EEG electrode placement skills according to EEG guidelines [10]. In order to give all students the opportunity to use the simulator, the full version of the simulator was shared with all study participants after the practical evaluations. This simulation version contained both feedback systems. In this way, each student in the study had an opportunity to learn from EEG simulation.

To help the simulator designers, UX questionnaire data were collected from everyone within 3 weeks of using the simulator.
These data provided insights to help refine the simulation process.

The usefulness of the EEG simulator and its feedback systems in practice was evaluated by observing students’ accuracy on EEG placements during hands-on laboratory sessions. In addition, students were guided to keep a learning diary on their experiences and feelings during their studies.

**Evaluation of EEG Electrode Placement Skills**

During the students’ practical training of EEG electrode placement and measurement, their work was observed and evaluated. An expert clinical neurophysiologist/clinical teacher and the neurophysiology course instructor (SL and MHB) used two sets of assessment guidelines, based on the consultations with several other practicing clinical neurophysiologists. The first set focused on the students’ ability to identify and measure skull dimensions, while the second set of guidelines evaluated student EEG electrode placement accuracy. The measurement assessment guidelines included the following: (1) identifying the nasion and inion points of the head, (2) measuring the distance between the nasion and inion electrode points, (3) identifying the right and left preauricular point positions on the head, and (4) measuring the head circumference.

The identification and measuring skills are important because they give the precise location of the central electrode (Cz), as well as the other electrodes’ nasion-inion line. Figure 4 shows the target points from the first set of assessment guidelines on how to set up electrodes on the skull.

**Figure 4.** Frontal and sagittal plane views of the electroencephalography electrode placement points in the 10-20 electrode measurement system [18].

The accurate placement of all electrodes is critical to obtaining reliable EEG data. If the electrodes are misplaced, data from an EEG scan become unrealistic and even erratic, making any diagnosis impossible. Figure 5 shows the exact placement of electrodes according to the 10-20 system.
Data Analysis

Pre- and posttest answers were analyzed statistically using the SPSS software package (IBM Corp). To compare the quantitative results of pre- and posttests between groups, a Wilcoxon signed-rank test was performed. Learning diaries were analyzed by content analysis using ATLAS.Ti (ATLAS.ti Scientific Software Development GmbH) and a deductive reasoning approach. These deductions allowed the clarification of students’ written answers. Practical part observations were carried out using guidelines that were created for all neurophysiology laboratories using EEG measuring methods [23].

Results

This study was comprised of 35 students. Table 1 shows the results from the pre- and posttests. Students who used the exact feedback mode in the EEG simulation scored slightly higher in their knowledge of the EEG method after the simulation than those who used the fuzzy feedback mode. Students who studied using the EEG simulator exhibited greater knowledge of the EEG method than students who did not use simulation. Only students in group 3 (students who did not use the EEG simulation) showed a significant improvement in their knowledge of neurophysiology (Z=1.79, \( P=0.074 \)) within the group. Group 3 also had the lowest baseline test scores of knowledge of neurophysiology. Groups 1 and 2 did not show significant improvement in their knowledge of neurophysiology after using the EEG simulator.

Table 1. Students’ pre- and posttest knowledge scores within the study.

<table>
<thead>
<tr>
<th>Subject area and test</th>
<th>Group 1 (fuzzy feedback)</th>
<th>Group 2 (exact feedback)</th>
<th>Group 3 (no simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Neurophysiology</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest (questionnaire A)</td>
<td>11.30 (1.70)</td>
<td>11.50</td>
<td>11.58 (1.62)</td>
</tr>
<tr>
<td>Posttest (questionnaire B)</td>
<td>12.20 (1.99)</td>
<td>13.00</td>
<td>12.80 (2.04)</td>
</tr>
<tr>
<td>EEG(^a) method</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest (questionnaire A)</td>
<td>9.20 (1.55)</td>
<td>10.00</td>
<td>8.17 (2.69)</td>
</tr>
<tr>
<td>Posttest (questionnaire B)</td>
<td>11.80 (2.66)</td>
<td>12.50</td>
<td>12.40 (2.27)</td>
</tr>
</tbody>
</table>

\(^a\)EEG: electroencephalography.

At the beginning of the study, after an online prelecture and based on the results of the pretest (questionnaire A), there was no significant difference in the students’ basic knowledge of the EEG method between the groups (Table 1). When comparing the mean test scores for the EEG method, a significant improvement in knowledge among students of all groups between pre- and posttests was found (Z=3.02, \( P=0.003 \)). When knowledge of the EEG method within the groups was compared, students who used the exact feedback system in the EEG simulation showed the greatest increase during the study.
In addition, students who used the fuzzy feedback system in the EEG simulation showed significantly higher knowledge of the EEG method in the posttest compared with the pretest ($Z=2.20, P=.028$). Only students who did not use the EEG simulation in their studies failed to show a significant improvement in their scores of knowledge of the EEG method from the pretest to the posttest ($P=.892$). A similar trend was seen in the median test scores, where the scores improved 2.50, 4.50, and 0.50 between the pre- and posttest for the fuzzy feedback group, exact feedback group, and no simulation group, respectively. Students who studied using the EEG simulation knew better how and where the EEG electrodes should be placed on the skull. However, it was also clear that these students still needed teacher support in learning the correct placements of the EEG electrodes even after the simulation.

Table 2. Results from practical evaluations of electrode placement.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Group 1 (fuzzy feedback; n=8)</th>
<th>Group 2 (exact feedback; n=12)</th>
<th>Group 3 (no simulation; n=12)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Successful</td>
<td>Unsuccessful</td>
<td>Successful</td>
</tr>
<tr>
<td>Cz electrode position</td>
<td>8</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>O1, O2, Fp1, and Fp2 electrode positions</td>
<td>8</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>10-20 EEG$^a$ system</td>
<td>8</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>Right and left preauricular points</td>
<td>8</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>Head circumference</td>
<td>8</td>
<td>0</td>
<td>11</td>
</tr>
</tbody>
</table>

$^a$EEG: electroencephalography.

Evaluation through observation of the practical placements confirmed the results of the pre- and posttests. Students who studied using the EEG simulator showed greater skills at placing the electrodes. When comparing the results of groups 1 (fuzzy feedback) and 2 (exact feedback), students who used simulation with the fuzzy (human-friendly) feedback system performed the best in practical placements. These students demonstrated a superior placement accuracy compared with the students from group 2, the exact feedback system, who had problems in O1, O2, Fp1, and Fp2 electrode position measurements, as well as in head circumference measurement. Students who did not use the simulator (group 3) had difficulty overall in the EEG electrode placement. They managed to complete the practical part of the task (ie, the EEG electrode placement) only with the support of the teacher.

Some students in group 3 (no simulation group) expressed that placing the EEG electrodes on their coworker’s head was challenging because electrodes were moving on the scalp. Some students in group 2 (exact feedback group) had problems getting O1, O2, Fp1, and Fp2 electrodes to work properly. However, this
was a consequence of an inexact placement of EEG electrodes. Students using the fuzzy feedback system (group 1) indicated that the EEG simulation helped them to better remember the placement of electrodes and distances from each other on the head. On the other hand, these students commented that studying by simulation was not the same as placing the electrodes in a practical setting because the simulation did not include hands-on work, as seen in the following excerpt:

_The simulation helped, but it was good to see and experience how the electrode placement was actually done... which tools are used and how to measure them. Electrodes placement vary from laboratory to laboratory._ [S16]

**Discussion**

**Principal Findings**

The results confirm the hypothesis that studying using a simulator provides additional support for learning the EEG method and showed a positive influence in students’ learning of neurophysiology. The increase in knowledge may at least partly be a consequence of increased motivation of those students who used the simulation during their studies. The results indicate that simulation with a logical (human-friendly fuzzy feedback) system has a more positive impact on practical skills, but the exact feedback simulation is an important tool from the theoretical knowledge development point of view. On the other hand, the theoretical knowledge of those students who did not use simulation increased the most, especially concerning the basics of neurophysiology, thereby refuting our first null hypothesis. This can be explained by the fact that those students who did not use the simulator may have had more time to concentrate and to study the theoretical supplementary materials provided in the course. We noted that the diary entries of the students using the simulator did not mention any additional engagement with theory learning materials to augment their practical skills. One reason could be that non-simulator students knew that they were part of a study that was measuring learning, they made extra efforts to learn the material. However, these students were not able to achieve all additional learning that the exact and fuzzy simulator groups enjoyed. Learning hands-on skills requires some instruments, and for the EEG method, this learning was enhanced with a PC-based simulation.

This study revealed that for students using the EEG simulator, their knowledge of the EEG method increased more than their knowledge of neurophysiology. The insignificant improvement in their knowledge of neurophysiology through use of EEG simulation was also due to the fact that the simulator did not require the students to be immersed in theoretical physiology-related material. This is in line with the results of Jaakkola et al [12], which suggest that the best learning results are gained using a multimodal learning approach, where virtual simulations are done together with practical exercises. Nevertheless, the modest improvement in neurophysiology knowledge among students using the simulator resulted from the requirement to learn the 10-20 system, which links to some aspects of neurophysiology theory. Although students preferred the fuzzy feedback mode, the purposeful nature of their encounters with the learning material to test our second hypothesis explains why both the fuzzy and exact feedback systems led to significant improvement in knowledge of the EEG method. Students who did not use the simulator did not show significant improvement in their knowledge of the EEG method simply because they had no means of developing a practical framework of reference for electrode placement. This result is in line with that of Miller et al [16], who used a different EEG simulator, albeit without an electrode placement feature.

A further study by Bottomley et al [24] indicated that visualization increases the enjoyment of learning, making students more susceptible to learning. Although we did not study learning strategies, this observation of visual learning cannot be considered a coincidence, but it requires further study.

The learning diaries were only written during the simulation period. In other words, the students had no exposure to practical sessions at the time of keeping their diaries and the diaries were returned before the practical sessions. Students realized early on that a PC-based simulator could supplement hands-on training but could not replace it. It is clear that PC-based simulations cannot replace teachers themselves, as teachers are needed to familiarize students with the virtual learning environment. Improved technology only provides new tools for education but does not have an effect on the studied learning content [25]. Students’ comments in diaries indicated that less than half of the students believed that the EEG simulator might be useful, but the results clearly indicated that the simulator significantly influenced their learning. Furthermore, half of the students would be willing to invest their own time into using the simulator, meaning that the other half would require further encouragement, for instance through continued teacher oversight and guidance.

The students who used the simulator were more pragmatically engaged with the learning material throughout and therefore more inclined to remember all the steps when conducting the practical hands-on task. These research results support the notion that the use of PC-based simulations in education should be supported and encouraged.

**Conclusions and Future Work**

In this study, we used an experimental research design to understand what influence a PC-based EEG simulator could have on both theoretical knowledge and practical skills among higher education biomedical laboratory science students. By measuring the learning outcomes, we were able to gauge whether the introduction of a PC-based simulator could better prepare students for practical hands-on sessions.

Although our study raised some reliability concerns due to a limited number of participants across 3 experimental groups, we remain confident that utilizing a PC-based EEG simulator in neurophysiology classes gives students more opportunities and increases motivation to learn practical EEG placement. It did not, however, appear to improve learning of neurophysiology theory. It was also clear that students recognized the value of hands-on work when it comes to learning practical skills.

http://games.jmir.org/2020/4/e18768/
Students strongly believed that the actual handling of EEG equipment is invaluable in learning how to use it, leading us to recommend that simulator training should supplement hands-on training and never attempt to replace it. Using a teaching strategy that complements theory lessons with PC-based simulator practice proved to significantly enhance practical learning of the EEG method among higher education biomedical laboratory science students, making students better prepared for hands-on training. We hereby postulate that using PC-based EEG simulators in courses that include other electrical medical devices, such as respirators and electrocardiographs, will also improve practical application knowledge of these devices.

This study completed a second design-develop-test-evaluate iterative cycle of an ongoing endeavor to improve neurophysiology competence among university students in the applied sciences. Future work will include minor revisions to some of the EEG simulator features and a longitudinal study to examine the long-term learning effects of using our simulator. More immediate efforts have gone into developing a mobile augmented reality application to complement the neurophysiology theory learning material. We are exploring whether such an application would stimulate enough intrinsic motivation to engage with the theoretical part of the course, thereby also improving conceptual understanding.
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Abstract

Background: Recently, ski exergames have been gaining popularity due to the growing interest in health improvement. Conventional studies evaluating the effects of ski exergames only considered exercise capacity and overlooked concentration. Ski exergames consist of a motion platform for exercise and virtual reality (VR) content in the game. The VR content enhances the exercise capacity and concentration of the user by providing a challenging goal.

Objective: The aim of this study is to evaluate the effects of VR and non-VR exercises on the exercise capacity and concentration of users in a ski exergame.

Methods: To examine the effects of the VR content in ski exergames, we performed 2 experiments, non-VR exercise and VR exercise, where participants exercised on the motion platform. If a user performs an exercise without using any VR content, it is a non-VR exercise. Contrastingly, in the case of VR exercise, a user exercises according to the VR content (a downhill scenario). In addition to the range of motion (ROM) of the ankle and rated perceived exertion (RPE) to assess exercise capacity, we used electroencephalography (EEG) to assess users’ concentration.

Results: We evaluated the effects of the VR content by comparing the results obtained from VR and non-VR exercises. The ROM of the ankle with VR exercise was wider than that with non-VR exercise. Specifically, ROM of the ankle was 115.71° (SD 17.71°) and 78.50° (SD 20.43°) in VR exercise and non-VR exercise, respectively. The RPE difference between the 2 exercises was not statistically significant. The result of the sensorimotor rhythm waves (which are concentration-related EEG signals) was more favorable for VR exercise compared with non-VR exercise. The ratios of sensorimotor rhythm wave in EEG were 3.08% and 2.70% in the VR exercise and non-VR exercise, respectively.

Conclusions: According to the results of this experiment, higher exercise capability and concentration were achieved with the VR exercise compared with non-VR exercise. The observations confirm that VR content can enhance both exercise capability and concentration of the user. Thus, the ski exergames can be used effectively by those who, in general, do not like exercise but enjoy games.

(JMIR Serious Games 2020;8(4):e16693) doi:10.2196/16693
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**Introduction**

Exergames (a portmanteau of “exercise” and “games”) are interactive video games that stimulate an active, whole-body gaming experience [1]. Exergames are gaining popularity, mainly, due to the growing interest in health improvement [2]. Depending on the purpose, exergames are classified into 3 categories, namely, exergames for (1) elite athletes’ training, (2) rehabilitation of patients, and (3) health improvement of general people [3]. Due to their requirements of large space and high costs, exergames have been traditionally used to train elite athletes or rehabilitate patients. However, recent years have witnessed cost reduction and miniaturization of exergames using technologies such as micro-electromechanical systems, which allowed the dissemination of various exergames to improve health of the general public [4].

Generally, high levels of an aerobic exercise are reported to enhance the concentration as well as exercise capability [5]. In addition, a fast video game has been reported to enhance concentration by requiring real-time monitoring for large information [6]. Conventional studies have suggested that an exergame, combined with high levels of aerobic exercise and a fast video gaming experience, enhances exercise capability and concentration [1]. However, a few exergames have been studied for their effect on the concentration of users [7]. Therefore, we would like to evaluate the effect of ski exergames with high level of aerobic exercise on the general public.

Although skiing is a popular sport, it is limited by environmental seasons and location. To address these limitations, ski simulators for indoor training, which can be used anytime and anywhere, have been developed [8-10]. Recently, the commercialization of ski simulators [11-13] has been useful in not only training elite athletes but also improving people’s health.

Ski exergames consist of a motion platform and virtual reality (VR) content. The motion platform enables users with the natural skiing experience through feedback (output) according to the input motion. The VR content provides the user with a virtual ski environment (with multimodalities such as vision and sound). The VR content suggests a challenging goal for motivation (competition and achievement), and the suggested goal improves the exercise capacity and concentration of the user [14]. In the ski exergame, concentration for finding a downhill route and exercise capacity for maintaining a posture are required, such as the actual ski motion. However, the conventional studies [15-17] evaluating the effect of ski exergames considered only the exercise capacity, not concentration. Therefore, this study investigates the effects of VR content–enabled ski exergame on the exercise capacity and concentration of the user. This study compares the effects of VR and non-VR exercise on the exercise capacity and concentration of users in the ski exergame.

**Methods**

**Design and Setting**

This study was approved by the institutional review board (IRB-2018-2-10) of Korea University of Technology and Education (KOREATECH), South Korea. To examine the effect of the VR content in the ski exergames, we performed 2 experiments in which participants exercised on a motion platform with and without VR content. We measured the range of motion (ROM) of the ankle and rated perceived exertion (RPE) of the ankle to assess exercise capacity. Moreover, electroencephalography (EEG) was performed to assess concentration of the user. An experimental environment is shown in Figure 1.
The ski motion platform (Basic Ski Simulator, Pro Ski Simulator) [11] enables the users to experience real skiing by moving the foothold side to side. Using the VR content (Ski Fit 360, Studio 360 Connect) [12], users can experience alpine ski racing (a virtual downhill scenario, where a user passes through 55 gates in a minute). Here, the ROM of the ankle in the sagittal plane is measured using an inertial measurement unit (IMU). Brainno [18] is a device that measures the EEG noninvasively using 2-channel dry type electrodes. It records the measured EEG according to frequency bandwidth of delta (0–3 Hz), theta (4–7 Hz), alpha (8–12 Hz), sensorimotor rhythm (SMR, 13–15 Hz), M-beta (16–20 Hz), H-beta (21–30 Hz), and gamma (over 31 Hz) waves.

Participants
Participants in the experiment were 10 adults with no physical disabilities. The participants having neurosurgery and cardiovascular history were excluded in the subject selection process. Table 1 shows participant demographics, namely, age, height, weight, BMI, and percent body fat.

Table 1. Participant demographics (N=10).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>28.50 (6.11)</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>173.24 (8.64)</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>69.88 (17.55)</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>23.17 (4.90)</td>
</tr>
<tr>
<td>Body fat (%)</td>
<td>26.77 (7.18)</td>
</tr>
</tbody>
</table>

The subjects were provided with all the essential explanations for the purpose and method of the experiments before the 2 experiments were conducted. The subjects agreed to participate in the experiment.

Procedures
The exercises were divided into 2 categories: non-VR exercise (without VR content) and VR exercise (with VR content). In the non-VR exercise, the subject had to exercise freely without the VR content, while in the VR exercise, the subject had to...
exercise according to the VR content (downhill scenario). The order of the experiments (non-VR exercise and VR exercise) for the participants was randomly assigned. To minimize the effect of exertion on the next experiment, we assigned a rest period of 30 minutes between 2 exercises. The exercise procedures for both the cases consist of stretching, rest, exercise, and RPE survey, as listed in Table 2.

<table>
<thead>
<tr>
<th>Table 2. Experimental procedure.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experiment 1</strong></td>
</tr>
<tr>
<td>(Non-VR⁰ exercise without VR content)</td>
</tr>
<tr>
<td>Time (minutes)</td>
</tr>
<tr>
<td>10</td>
</tr>
</tbody>
</table>

⁰VR: virtual reality.
⁰RPE: rated perceived exertion.

In each experiment, the participants freely stretched for 10 minutes and took rest for 2 minutes before the exercise. Subsequently, the participants exercised for 1 minute, followed by RPE recording based on the modified Borg scale (the score was given on the scale of 0-10).

Both ankle ROM and EEG data of the subjects were collected during exercise. To obtain the ROM of the ankle, the IMU measured the rotation angle including inversion and eversion. The rotation angle was based on an axis of the IMU parallel to the normal of the sagittal plane. To obtain the EEG, the Brainno device measured brain waves as time-series data at 256 Hz sampling rate. The time-series data were recorded as a rate (%) of EEG activation through power spectrum analysis in the frequency domain; this makes it possible to quantitatively understand the weight of each component in the EEG. Artifacts from the EEG were removed using a finite impulse response filter.

**Data Analysis**

We analyzed the data measured from the experiments using SPSS 21 (IBM Corp). The data measured from the experiments are ROM of the ankle, RPE, and EEG. Since the measured data did not meet the normality assumptions, and the sample size was small, we applied the Wilcoxon nonparametric test to examine significant differences between the measured values. A significance level of 0.05 (95%) was used for the ROM of the ankle, RPE, and EEG analysis.

**Results**

The ROM of the ankle, as measured in the experiments, is shown in Figure 2. ROM of the ankle is the maximum range of rotation of the ankle joint in the sagittal plane in experiment 1 and experiment 2. The ROM of the ankle was 78.50° (SD 20.43°) and 115.71° (SD 17.71°) in experiment 1 and experiment 2, respectively, which implies that the ROM of the ankle in experiment 2 was wider than that in the non-VR exercise (P=.015).

**Figure 2.** ROM of ankle measured in experiment 1 and experiment 2. VR: virtual reality.

RPEs for both the experiments are shown in Figure 3. RPE is the exercise intensity measured using a survey after experiment 1 and experiment 2. The RPEs were 4.10 (SD 1.85) and 2.20 (SD 0.42) for experiment 1 and experiment 2, respectively. However, we did not find any statistically significant difference between the RPEs of the 2 exercises (the non-VR exercise and VR exercise).
The EEG data measured from the experiments are listed in Table 3.

**Figure 3.** The RPE measured in experiment 1 and experiment 2. VR: virtual reality.

![Figure 3](image)

Table 3. EEG measurement in experiment 1 and experiment 2.

<table>
<thead>
<tr>
<th>EEGa</th>
<th>Experiment 1 (non-VRb exercise without VR content; %)</th>
<th>Experiment 2 (VR exercise with VR content; %)</th>
<th>Wilcoxon P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delta</td>
<td>55.26</td>
<td>53.10</td>
<td>.226</td>
</tr>
<tr>
<td>Theta</td>
<td>16.73</td>
<td>15.70</td>
<td>.705</td>
</tr>
<tr>
<td>Alpha</td>
<td>7.89</td>
<td>8.35</td>
<td>.290</td>
</tr>
<tr>
<td>SMRc</td>
<td>2.70</td>
<td>3.08</td>
<td>.017d</td>
</tr>
<tr>
<td>M-Beta</td>
<td>3.63</td>
<td>4.05</td>
<td>.140</td>
</tr>
<tr>
<td>H-Beta</td>
<td>5.95</td>
<td>6.87</td>
<td>.545</td>
</tr>
<tr>
<td>Gamma</td>
<td>7.84</td>
<td>8.84</td>
<td>.364</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100</td>
<td>.705</td>
</tr>
</tbody>
</table>

aEEG: electroencephalography.
bVR: virtual reality.
cSMR: sensorimotor rhythm.
dSignificant differences (P<.05)

EEG is the ratio of brain waves measured from experiment 1 and experiment 2. We did not find any significant differences with respect to the Delta, Theta, Alpha, M-Beta, H-Beta, and Gamma waves. However, significant differences were observed with respect to the SMR wave (P=.017) between non-VR exercise and VR exercise. The ratios of sensorimotor rhythm wave in EEG were 2.70% and 3.08% in experiment 1 and experiment 2, respectively. The SMR wave is related to the concentration, and the corresponding results are favorable for VR exercise over non-VR exercise.

**Discussion**

In this study, we investigated the effects of the VR and non-VR exercises on the exercise capacity and concentration of users in the ski exergame. To provide resistance between snow surface and ski plate, the ski motion platform was fitted with an elastic band that stretches linearly with the tension from the start of contraction to the maximum ROM of the ankle. Due to such mechanical characteristics of the system, it is hard for a user on the ski motion platform to maintain a balanced posture if the user is moving from side to side. Moreover, since it is harder to maintain the posture, the user has to significantly move the lower limb joints, including the ankle [15]. In this experiment, we found that the ROM of the ankle in the VR exercise was wider than that in the non-VR exercise. This implies that the VR content in the VR exercise induced a wider side-to-side movement (exercise) than the non-VR exercise, and the users rotated the ankle joint to larger angles to maintain the posture. The SMR wave in an EEG occurs in the state of attention and activity. This type of wave is mainly observed if the subject is solving the problem that requires a simple concentration [19]. From the results of this experiment, we found that the SMR wave favors VR exercise more than non-VR exercise, which
implies that VR content used in the VR exercise enhanced the concentration more than that in the non-VR exercise.

We found that VR content enhances challenge, motivation, and concentration by setting aims of higher gate-passing accuracy and reduced racing time. Our study confirmed that higher concentration could be achieved with VR exercise using VR content than with non-VR exercise. Exergame is expected to be used effectively by those who, in general, do not like exercise but enjoy the game. In addition, the people who spend many hours sitting may find ski exergame useful for their health maintenance.

Since the work presented here is based on a pilot study with a small sample size, it is difficult to generalize the results. Therefore, future work should focus on increasing the number of participants and duration of the experiments. Additionally, the changes in body composition of the subjects should be measured.

As exergames persuade users to exercise and enhance their concentration through leisure, these are used by the subjects of various categories such as children, adolescents, older people, and patients [20-23]. Exergames have been reported to enhance the physical activity in low- or mid-intensity exercise regimes, similar to walking or jogging [24,25], and cognitive function related to concentration [26]. However, it is not yet known whether these effects are achieved by VR exercise rather than non-VR exercise. Many conventional studies have shown that aerobic exercise or physical activity of moderate intensity is helpful in improving the concentration (related to cognitive abilities) of children [27-30]. The results of these studies do not elucidate which of the exercises (VR or non-VR) has a larger effect on concentration and exercise capacity. Therefore, the effects of exergame should be evaluated by considering the game and exercise factors separately in future studies.
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Abstract

Background: Gamification and persuasive games are effective tools to motivate behavior change, particularly to promote daily physical activities. On the one hand, studies have suggested that a one-size-fits-all approach does not work well for persuasive game design. On the other hand, player modeling and recommender systems are increasingly used for personalizing content. However, there are few existing studies on how to build comprehensive player models for personalizing gamified systems, recommending daily physical activities, or the long-term effectiveness of such gamified exercise-promoting systems.

Objective: This paper aims to introduce a gamified, 24/7 fitness assistant system that provides personalized recommendations and generates gamified content targeted at individual users to bridge the aforementioned gaps. This research aims to investigate how to design gamified physical activity interventions to achieve long-term engagement.

Methods: We proposed a comprehensive model for gamified fitness recommender systems that uses detailed and dynamic player modeling and wearable-based tracking to provide personalized game features and activity recommendations. Data were collected from 40 participants (23 men and 17 women) who participated in a long-term investigation on the effectiveness of our recommender system that gradually establishes and updates an individual player model (for each unique user) over a period of 60 days.

Results: Our results showed the feasibility and effectiveness of the proposed system, particularly for generating personalized exercise recommendations using player modeling. There was a statistically significant difference among the 3 groups (full, personalized, and gamified) for overall motivation (F₃,₃₆=22.49; P<.001), satisfaction (F₃,₃₆=22.12; P<.001), and preference (F₃,₃₆=15.0; P<.001), suggesting that both gamification and personalization have positive effects on the levels of motivation, satisfaction, and preference. Furthermore, qualitative results revealed that a customized storyline was the most requested feature, followed by a multiplayer mode, more quality recommendations, a feature for setting and tracking fitness goals, and more location-based features.

Conclusions: On the basis of these results and drawing from the gamer modeling literature, we conclude that personalizing recommendations using player modeling and gamification can improve participants’ engagement and motivation toward fitness activities over time.

(JMIR Serious Games 2020;8(4):e19968) doi:10.2196/19968
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Introduction

A sedentary lifestyle is defined as a lifestyle in which an individual does not receive regular amounts of physical activity, which is becoming a significant public health issue [1]. Various solutions have been considered to encourage a more active lifestyle. Among them, combining exercise with gameplay [2] and the use of wearable trackers to motivate and recommend physical activities [3] have received widespread popularity, but both have user retention issues [4]. This paper addresses the issue of improving long-term engagement with such physical activity recommenders and exercise games.

The popularity of computer games and their engaging nature has created a strong trend to use games for nonentertainment purposes [5]. This trend includes overlapping topics and terms such as gamification (the use of game features and mechanics in nongame applications [6]), serious games (aimed primarily at being an educational yet entertaining tool [7]), persuasive games (games for promoting behavior change [8]), and exergames (a combination of physical exercise with games [9]). In particular, gamification has received significant attention because it can be seen as an umbrella topic covering a range of options from implementing few game elements (such as leaderboards) in regular activities to performing serious tasks as a full game [10,11].

Games and gamified activities are effective persuasive tools for motivating human behavior [12]. Although recent years have seen an increase in persuasive applications designed to promote more active lifestyles [13], studies have suggested that a one-size-fits-all approach is ineffective for such persuasive applications because different users are motivated by different pervasive strategies [14] as well as personal reasons such as curiosity and social rewards [15]. There is an increasing demand for personalization as a means of tailoring an experience to individual needs and interests [15,16]. This is particularly the case for persuasive and recommender systems such as those in marketing, education, and health, where retention is as important as initial action [17]. Among different personalization solutions, player modeling in games that aims to understand players to enhance game experience has been an active research topic [18]. It aims to describe a game player’s traits and preferences as well as the players’ cognitive, affective, and behavioral patterns [19] within well-defined structures that allow designers to tailor game contents or goals automatically to suit the needs or preferences of individual players.

Gamification has rapidly emerged over the past years, especially in the area of exercise and fitness [20], as a tool to promote healthy behaviors and maintain an active lifestyle [9]. Researchers have used various gameplays and game features to make exercise and physical activities more engaging and attractive [2,3]. The use of gamification to promote a more active lifestyle can be through either formal exercises performed as games (ie, exergames) or combining games with other physical activities that are not as rigorous as formal exercise (ie, a walk to work). In this paper, we refer to all these cases as “exergame” loosely to indicate the same type of activity. These activities have the potential to help users achieve their fitness goals and increase engagement and pleasure by adding game features to physical activity [12,19].

However, most existing work on gamification and persuasive games in health and wellness are limited because of their use of one-size-fits-all approaches, which have been shown to be suboptimal [21]. As discussed in the next section, there are some research efforts that have used more in-depth personalization, but they are not focused on exergames, and initial attempts at personalization are mostly limited to a small set of static demographic parameters about the user (such as age, gender, and occupation), which makes them more categorized rather than personalized. In addition, their effectiveness in promoting the desired behavior was mostly evaluated based on a single point of use and feedback (short term). Few attempts have been made to resolve these issues. For example, MyBehavior [22] used a tracking-based and dynamically modified user model to recommend activities, but the system is not gamified and is based on a limited model of daily activity information. A proper combination of a detailed model with features such as personality types, modeling-based personalization, and recommendation with adaptive gamified elements is still missing in the area of exergames, as discussed in more detail in the next section.

To address these research gaps, we propose a comprehensive model for gamified fitness recommender systems that use detailed and dynamic player modeling and wearable-based tracking to provide personalized game features and activity recommendations. We also present the results of a long-term investigation on the effectiveness of our recommender system that gradually establishes and updates an individual player model (for each unique user) over a relatively long period (60 days).

We hypothesized that (1) player modeling based on continuous player activity tracking is an effective approach for personalizing activity recommendations to individual players and (2) combining player modeling and gamification can promote long-term engagement with the system.

On the basis of these hypotheses, we aim to address the following specific research questions in this paper:

1. How can we generate and use continuous player modeling to personalize activity recommendations for each user?
2. Can the combination of player modeling and gamification techniques improve user engagement and experience toward fitness activities over time?

To achieve this, we designed a new player model and a related system architecture for a gamified fitness activity recommender system. To evaluate the effectiveness of the model-driven gamified fitness activity recommender system, we conducted a long-term study on 40 participants and examined the effectiveness of our gamification approach in promoting physical activity in comparison with a control group. We randomly assigned our participants into 4 distinct groups corresponding to 4 experimental conditions:

1. The full group received the application with both gamified features and personalized recommendations (based on player modeling).
2. The personalized group received only personalized recommendations but no gamified features.
3. The gamified group received personalized recommendations with gamified features added.
4. The control group received generic nonpersonalized recommendations and nongamified features.

The results of a 60-day-long study showed that the idea of generating personalized exercise recommendations using player modeling is feasible. Moreover, it showed that personalizing recommendations using player modeling in combination with gamification can improve participants’ level of engagement and motivation toward fitness activities over time.

Our work includes the following major contributions to the field of fitness recommenders and exergames:

1. We offer a conceptual model and system architecture for personalized gamified activity recommendations using a combination of player modeling, gamifications, and activity tracking.
2. We build a comprehensive player model for personalization that is dynamically updated by continuously tracking player contexts.
3. We design and validate a 24/7 recommender system for personalized activities combined with various gamified elements that adjust to a player’s and environmental contexts.
4. Finally, to demonstrate the feasibility of our approach, we conducted a long-term (60-day) field study with 40 participants to evaluate the proposed system and compare the effectiveness of the 4 experimental groups.

Through the design and development of a new recommender system and a long-term study, we hypothesized and evaluated the effects of gamification and player modeling on physical activity. To the best of our knowledge, this research is the first to link research on player modeling, gamification, and activity recommendation to propose an approach for personalized activity recommendation that is continuously and dynamically updated to reflect users’ changing contexts and states.

Related Work

Gamification
The motivational effects of gamification have been widely studied by researchers. It has been shown that common game elements such as badges, rewards, leaderboards, and avatars are commonly and successfully used to motivate players [10,21-23]. On the other hand, researchers have argued for various areas of improvement in current gamification research and applications, including diversity in themes and context, study duration, and sample size [6,23], increasing motivation by relying on more intrinsic factors [22,24], continuous adaptation [25], and personalization [6]. In the study by Loria [25], a framework for improving the player experience and customizing content generation is proposed by continuously monitoring how players interact during the game by analyzing information such as players’ in-game behavior and players’ social network. Other researchers have also tackled adaptive gamification. For example, Böckle et al [26] identified 4 main elements as the basis for defining meta-requirements and designing principles for building an adaptive gamification system: (1) consider the purpose of adaptivity, (2) define the adaptivity criteria, (3) design the adaptive gamification mechanics and dynamics, and (4) design meaningful adaptive interventions. The researchers applied this framework to the design of a web-based platform for knowledge exchange in postgraduate medical training and reported positive user acceptance, feedback, and increased usage.

Nicholson [24,27] discussed the idea of meaningful gamification (or playification), which focuses on playfulness and activities that make sense to each player and rely on intrinsic motivations as opposed to following specific rules to win. Bertran et al [28] built on this idea and proposed the situational play design, which is a framework for designing context-based and personalized games. Orji et al [14-16], among others, as discussed in a later section, also discussed the idea of player modeling for designing more effective serious and health games. Overall, research in the gamification domain suggests the need for more personalized games that depend on the players’ context and their motivations. The research presented in this paper expands on these ideas and addresses some of the identified needs, such as tracking and understanding the player using a comprehensive individual-level model, personalizing both game features and recommended activities in exergames, and performing long-term studies, within the context of gamified physical and fitness activity recommenders. We discuss the research in these specific areas in later sections.

Gamified Physical Activities
Despite their positive effect on promoting an active lifestyle, gamified physical activities face the problem of sustainability (also referred to as player retention here and in other literature) [20,25,26]. Although players may feel excited and motivated to play at first, over time and sometimes quickly, they may lose their willingness to continue. There are studies focusing on the motivation and sustainability of exergames and gamified fitness activities. For example, Campbell et al [21] discussed the concept of everyday fitness games and suggested that for applications that people frequently use in their everyday lives, the design needs to be fun and sustainable as well as adapt to behavioral changes. Macvean et al [29] reported a 7-week study on users’ physical activity, motivation, and behavioral patterns using exergames and suggested that longitudinal studies are necessary for evaluating motivational effects as exergames ensure that the intensity of a user’s behavior is appropriate and sustained. Previous work [30] also showed that based on existing technologies and user needs, the idea of employing wearable activity trackers for gamification of exercise and fitness is feasible, motivating, and engaging. Adding dynamic features could have a positive impact on user motivation toward the gamified exercise system, and the gradual release of application features could increase the user retention rate. It was also found that each user was unique and motivated by different types of game features. Therefore, based on these results, it seems reasonable to generate customized workout sessions to fit different user fitness conditions and interests.

Recently, significant research has been devoted to the design of active games (also commonly referred to as exertion games or exergames) to match the needs of specific groups such as...
those with disability [28,29] or senior citizens [31] or to use specific technologies such as virtual reality (VR) [32]. Particularly in the context of VR-based exergames for adolescents, research shows that game elements such as the use of rewards, increasing challenge levels, frequent updates, and social or multiplayer options are important aspects for continued engagement in physical activity [33]. Researchers have also investigated design principles for active games [34,35]. Although impressive and invaluable in their findings, these efforts primarily focus on the design of particular games, game features, and actual gameplay mechanisms that are best suited for increasing physical activity for the target group or individual. On the other hand, in 24/7 activity recommenders, the focus is less on designing a particular game and more on gamifying the daily experience and recommending activities based on the daily routine using dynamic player modeling.

**Player Models**

Busch et al [30] indicated that the *one-size-fits-all* approach does not work for persuasive game design. Thus, player-type models could be used when tailoring personalized persuasive systems. One of the most frequently used player-type models is the one developed by Richard [36], who identified 4 player types and proposed that each player has some particular preference for one of the types, which makes them mutually exclusive. Another model is the BrainHex model [37], which is a relatively new model but has been validated using a large pool of participants [38]. In BrainHex, player types were not mutually exclusive. Scores under each category are presented to determine the player’s primary type and subtypes. It also connects player types to the game elements. Moreover, the Hexad model [39], which is of particular interest in our work, is a gamification player-type model created for mapping user personality onto gamified design elements. We considered using the Hexad model in our player model because it specifically targets gamified systems. It proposes 6 player types, and the player types of individuals are correlated with their preferences for different game design elements. Design guidelines for tailoring persuasive gamified systems to each gamification player type have also been studied [17].

Furthermore, Wiemeyer et al [40] discussed the concept of player experience (with a focus on individual) versus game usability (with a focus on technology) and reviewed various theoretical models that can help understand the player experience. These models are particularly helpful when designing full games as opposed to gamifying everyday activities, which is the goal of this research. However, their insights, such as an integrative multidisciplinary model of player experience, can be helpful in future phases of our research when we focus on the design of game elements. For the work presented here, our focus was primarily on showing how the combination of gamification and player modeling could improve engagement. Better player experiences can be achieved through more complicated models and game features that are beyond the scope of this work.

Personality type also plays an important role in determining people’s fitness tastes [41]. Some people may prefer swimming laps solo, whereas others may enjoy attending a rowdy group-cycling class. These preferences have less to do with people’s physical characteristics and are affected more by personalities. Matching activities to personality type has been shown to have real-world relevance [42]. Research suggests that people who engage in personality-appropriate activities will stick with the activities longer, enjoy their workout more, and have a better overall fitness experience [43]. Brue [44] created a system based on the principles of the Myers-Briggs–Type Indicator (MBTI) assessment. She used MBTIs and reworked them into an easily maneuverable color-coded fitness personality model, the 8 Colors of Fitness, which is also used in our player model. Each color is associated with 2 personality types from the 16 possible MBTI types [45]. For example, blues are loyal, traditional, dependable, and straightforward, whereas greens are nature lovers who seek to quietly merge with the outdoors [42].

Moreover, in recent years, the use of wearable sensors in human activity recognition has become popular [46], in which most of the measured attributes are related to the user’s movement (eg, using accelerometers or GPS), environmental variables (eg, temperature and humidity), or physiological signals (eg, heart rate or electrocardiogram). These data types are naturally indexed over the time dimension, consistent, and convenient to access, which could be used in modeling and predicting a user’s daily activity pattern.

Although there is a significant amount of research on the subject of player modeling, none of the existing studies have examined how to use a comprehensive player model. In addition, no previous research has simultaneously considered both game features and recommended activities in exergames design and investigated whether it is an effective approach over the long term.

**Personalized Activity Recommendations**

Personalized recommender systems for physical activity have been studied by many researchers. For example, Guo et al [47] proposed a system that recognizes different types of exercises and interprets fitness data (eg, motion strength and speed) to an easy-to-understand exercise review score, which aims to provide a workout performance evaluation and recommendation. Although it achieved 90% accuracy for workout analysis, it focuses only on recognizing fitness activities and not personalizing or gamifying them. He et al [48] introduced a system designed to be context aware for physical activity recommendations. It focuses on selecting suitable exercises for individualized recommendations. A smartphone app was developed that could generate individualized physical activity recommendations based on the system’s database of physical activity. The focus of their work is to recommend different types of activities but does not take into account personal details such as proper time, location, and intensity or any gamified elements.

Broekhuizen et al [49] proposed a framework called PRO-fit, which is another example that employs machine learning and recommendation algorithms to track and identify users’ activities by collecting accelerometer data, synchronizes with the user’s calendar, and recommends personalized workout sessions based on the user’s and similar users’ past activities, their preferences, and their physical state and availability. The authors highlighted...
that many applications nowadays are more focused on tracking user activities but do not provide a recommendation system that would help users choose from activities based on their interests and accomplishment of goals. Therefore, the authors were motivated to design a personalized fitness assistant framework that acts as a motivator and organizer for fitness activities, making it easier for users to create and follow their workout plan and schedule the sessions according to their availability and preference. Compared with PRO-fit, our proposed system provides recommendations in real time throughout daily life as opposed to the prefixed recommendations that are not based on any player or exerciser-type model employed in PRO-fit.

Mittal and Sinha [50] used personal information to recommend general activities such as visiting attractions and shopping. Although not focused on fitness activities or gamification, their notion of modeling user data as the base for recommendation is in line with our proposal. Ni et al [51] used a variety of user data such as daily routine and heart rate to recommend workout routes. Their method is more focused on physical activity recommendations but is limited to recommending routes and does not include gamification elements. Similarly, Rabbi et al [22] proposed MyBehavior, which is a system for tracking users using mobile devices and suggesting food and physical activities. MyBehavior provides personalized and real-time suggestions but is not gamified and does not include an explicit player model. As such, it does not take advantage of full personalization or more engaging features that a game can offer. In line with this, Ghanvatkar et al [52] conducted a comprehensive review of user models used in recommender systems. They highlight that activity profile, demographic information, and contextual data such as location are among the top items to include in user models. In this research, we have defined our player model to include gamer information using Hexad and demographic, activity, and exercise submodels, as suggested by Ghanvatkar et al [52].

Summary of Research Gaps

As reviewed in previous sections, research on gamified physical activities and related topics has achieved significant results but requires more work to fill the existing gaps. We identified that the main research gap within the context of exergames is the notion of personalized gamification (a combination of gamified physical activities with player model–based personalization), including understanding the players and their environment and adapting the game features and physical activities dynamically. None of the existing studies have successfully investigated the effect of gamification and personalization individually with respect to promoting the efficacy of an intervention, specifically a physical activity intervention within a single application. In addition, long-term studies outside controlled environments and real-time activity tracking and recommendation are also frequently missing in existing research on personalization and exergames.

However, the existing body of research provides invaluable insight into recommendations based on real-time tracking, important parameters to include in a player model, and the design of exergames in general. Expanding on existing studies and trying to fill the abovementioned gaps, we propose a conceptual model and system architecture that bring together game elements, dynamic player modeling, and activity tracking to personalize exergames in terms of both game features and recommended activities. We built a comprehensive and dynamic player model for personalization that is continuously updated by tracking the player and offers 24/7 personalized activity recommendations. Finally, we conducted a long-term user study in the wild to evaluate the proposed system.

To the best of our knowledge, although some of the features of our study have been suggested and/or investigated by others, no long-term comprehensive study has been conducted to integrate and evaluate them in real-life exergame apps.

Methods

Conceptual Model

Although the existing studies have addressed many aspects of these diverse fields, as discussed earlier, they have not been properly integrated to develop engaging and sustainable exergames. For example, the effect of various game features and continuously adapting the game to player needs and interests have not been investigated in the context of exergames.

In this section, we describe our proposed system architecture and related research methods. This proposal is based on our new conceptual model developed after reviewing related work, consisting of the following principles:

1. Advances in wearable technologies allow game designers to use commercially available activity tracking sensors and mobile devices as a major element of exergames.
2. A game with a static design, no matter how interesting, will lose its attraction after a while. As such, it is important to add new features over time to keep players engaged.
3. Although different methods exist for adding dynamic features to games, designers have a limited ability to provide new features constantly, and there is no guarantee that they will be attractive to users. An alternative (or complementary) approach is to dynamically modify the game by adapting to the player.

Our conceptual model, which builds on our previous work [28] along with 2 new components, is illustrated in Figure 1.
Figure 1. Conceptual model of the proposed system. Components surrounded by parallelograms were explored in our previous work, whereas components surrounded by rectangles are the aim of this research for personalizing physical activity recommendations. Arrows show the connection between the components.

In our previous work [53], we investigated the effect of using wearable activity tracking in exergames and the long-term effectiveness of using a dynamic game feature-releasing system in sustaining exergames (marked parallelograms). In this paper, we aim to further investigate the gamified features for increasing retention, exploring 2 additional components: (1) player modeling in the personalization of exergames and (2) how to use such a system to generate personalized physical activity recommendations (marked rectangles). The arrows demonstrate how each of the components are related and can directly influence each other. We believe that tracking activity using wearable technology, providing dynamic game features, and detecting a player’s preferences using a player modeling approach can all contribute to creating a more engaging exergame experience, which in turn can generate more personalized physical activity recommendations that players will likely find motivating and satisfying.

System Design
On the basis of our proposed conceptual model, bringing wearable activity trackers or smartwatches into exergames, dynamically updating game features, and using player modeling for personalization of exergames is being proposed as a solution to the research problem. Therefore, wearable-based exergame with a comprehensive player model for personalization, recommending customized activities, is proposed as a potential system for further investigation.

The proposed system contains 3 main components: a player model, a recommendation engine, and a game generator. The player model takes different types of user data and predicts user preference for physical activities and finds the proper time and location for recommending activity sessions. It consists of several submodels that cover the user’s general, personality, and daily activity data. The recommendation engine used the output of the player model and generated customized physical activity session recommendations for individual users (including the proper time, location, intensity, and potential type of physical activity). The game generator adds customized game elements to the recommendation and generates the final game content that users can interact with. Wearable activity trackers or smartwatches are used in the system to track the user’s activity and introduce diverse interactions. The combined use of mobile apps and wearable apps will allow users to interact with the system with different modes. The detailed design and development of the system are introduced in the following section.

Overall, a wearable-based exergame system, with a comprehensive player model for physical activity recommendation and game customization, is proposed as a solution to the exergame retention problem.

Application Design and Implementation
On the basis of the proposed system architecture, a Wear OS (formerly Android Wear) application is implemented as the user interface (UI), which tracks the user’s activities and provides gamified fitness recommendations. The overall architecture of the application is illustrated in Figure 2.
In this application, and based on the conceptual model in Figure 1, the player model consists of 4 submodels: (1) an activity recognition model that tracks player activities, (2) a general model that holds basic information about the player, (3) an exerciser-type model that includes information required for recommending activities, and (4) a gamer-type model that is used to choose game features. Each of the submodels is mainly in charge of generating one part of the recommendation, as shown in Table 1. Choosing game features and physical activities are the 2 main personalization options and each has its own submodel. Tracking daily activities is an essential part of the system, which also has a submodel. The fourth submodel holds general player information, such as gender, age, weight, and height.

Table 1. The roles of each submodel.

<table>
<thead>
<tr>
<th>Submodel</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity recognition model</td>
<td>Time and location</td>
</tr>
<tr>
<td>General model</td>
<td>Intensity and duration</td>
</tr>
<tr>
<td>Exerciser-type model</td>
<td>Exercise type</td>
</tr>
<tr>
<td>Gamer-type model</td>
<td>Game elements</td>
</tr>
</tbody>
</table>

Although each submodel is designed to generate one particular part of the recommendation, they are still connected to each other to create a more reliable overall recommendation. For example, the exerciser-type model is built for each individual user for recommending different types of activities based on their personalities but it also relies on the general model, which is built based on a user’s fitness and health condition, to exclude those activities that may be suitable for their personality type but not for their health condition. We refer to the theoretical foundations from the Global Recommendations on Physical Activity for Health (GRPAH) [54] to determine proper exercise recommendations in nonpersonalized cases. The GRPAH is an accepted tool approved by the World Health Organization for recommending the appropriate exercise type, duration, and intensity. We use the 8 Colors of Fitness model [44] to suggest different types of activities for the personalized groups. This model is one of the few that uses personality type as the basis of activity recommendations and is suggested by other researchers and practitioners [49,50].

The recommendation engine is a decision tree–based module that uses all the information generated from the player model to create personalized recommendations for each individual user. It could either extend an existing activity (eg, by recommending a longer exercise time, a longer running path, or appropriate intensity), recommend some activities on the user’s idle time, or simply recommend a different type of activity. An example of a decision tree is illustrated in Figure 3. As the recommendation system for physical activity itself is
a relatively complicated topic, we do not consider it as the highest priority for this study. Therefore, we only employed simple decision tree methods to generate basic recommendations (we have ensured that all the recommendations followed the GRPAH guideline for daily physical activities). We are aware that the rationality and quality of the recommended activities would have an impact on user experience. Therefore, after verifying the feasibility of the proposed idea and the roles personalization and gamification performed in this type of system, our research goal will be to investigate the recommender system of physical activities.

Figure 3. Example of the decision tree used in the recommendation engine (simple version). PA: physical activity.

The game generator is responsible for adding game elements to the recommendations to gamify the activity suggestions generated by the recommendation engine. The type of game elements to be added is determined by the Hexad player–type model [39]. Our work is also partly based on Orji et al [17], as it adopted a similar Hexad player model. However, as opposed to using the persuasive strategies recommended by Orji et al [17], we used the game elements recommended by the Hexad player–type model, which is more in line with our objective in this work, designing gamified physical activity recommendations. Details of the game and activity recommendations are provided later in this section.
A Wear OS app was developed for this study. The app is a conversation-based game in which all the interactions happen in the form of a conversation between the user and the future self. The game is based on a story in which a 1-day user receives a message from the future self in 20 years telling him or her that the world is about to end in that future world but only the user can save it by completing a series of tasks. Then, the future self will guide the user through daily activities, which are generated by the recommendation system in a gamified structure. The choice of this game was informed by our need to have a simple design that is capable of incorporating our research requirements but at the same time is not too complicated to develop with many possible confounding factors. We also did not want to introduce various aesthetic and design variables to the study that may interfere with our studied research variables and influence our results. For the same reason, we did not try to incorporate our study within an existing game, even though adding these features to games that the user prefers may be another motivating factor in the future. However, it is essential to establish their effectiveness first in isolation. The current system UI was created using a rapid prototyping approach. A pilot study was also conducted before the formal study to ensure that the labels and buttons are clear. The main UI and app icons are shown in Figure 4.

**Figure 4.** Example app interface and icon. (a) A snippet of one conversation between the system and the user. (b) A display of new mission for the user that he or she can choose to accept or decline. UI: user interface.

The app tracks the user’s daily activity through Android ActivityRecognition [55] and Google Fit Application Programming Interface (API) [56], which allows up to 6 user activities to be recognized in real time: in vehicle, on foot, running, walking, on bicycle, and still.

The Google Fit API provides encapsulated daily activity–related data such as calories burned, daily steps, and heart rate history (if applicable) tracked by both phone and watch sensors. All the collected activity data, along with their time stamps and location information, are used as input features to train a daily activity model for each individual user by which possible exercise time and location are predicted. As shown in Figure 4, the app is a conversation-based game. We used Wit.ai [57] to generate storylines and to build a bot that can talk to participants and perform some general greetings, tell the time, and talk about the weather. Wit.ai is a tool that uses natural language processing to understand human language and we used its message API to create a chatbot, which aims to understand a user’s intents and lead participants to designed storylines. Moreover, we have included a weather assistant in the system (through the Weather API [58]) to help participants in planning activities around the weather.

When designing the game features, we employed the Hexad player types [39] and the game design elements guide [17]. Hexad suggests that game design elements are preferred by each player type and we implemented 1 element for each type of user in this study for a personalized game experience (in addition to the game storyline). We integrated the following gamification elements in our game (Table 2). Figure 5 shows some screenshots of example game elements for different player types. If there was a tie in scores between the 6 types, we randomly chose 1 element of the highest score to add.
Figure 5. Example game elements: (a) profile in daily view (including points and challenges), (b) profile in weekly view (including points and challenges), (c) connect to Facebook view, (d) hacker mode view, and (e) theme color customization view.
Link to Social Networks

Socializers are motivated by relatedness. They want to interact with others and create social connections [39]. Therefore, we provided them with an interface for linking the game to their social network as their unique feature so that they could share their game performance or achievements to their Facebook page, team up with those friends who are already in the game, or invite new players to the game.

Theme Color Customization

Free spirits are motivated by autonomy and self-expression. They want to create and explore the game and prefer features such as unlockable content and customization [17,39]. Thus, we added a feature of theme color customization so that they could customize their game UI by unlocking different themes.

Challenge

Achievers are motivated by mastery. They are looking to learn new things and want to overcome challenges [39]. Therefore, we added a challenge system for them in our game, in which tasks were assigned to them as challenges.

Game Experience Sharing

Philanthropists are motivated by purpose and meaning. They want to give to other people and enrich the lives of others in some way with no expectation of reward [39]. For philanthropists, we added a feature for them to share their game experience with other players. A forum-like interface was added to their version of the game in the main screen that allowed them to browse and answer questions of other players. They also receive notifications when there is a new question in the forum.

Points

Points have been shown to positively affect players [17,39]. They will do what is needed for them to collect rewards from a system. For players, points in our game can be collected and used as virtual currency to buy extra themes or virtual equipment.

Hacking Mode

Disruptors are motivated by change. In general, they want to disrupt the system [39]. We added a hacking mode for disruptors, in which they can use the command-line interface to access their own game database to make changes to the storyline or delete their records of the game and, eventually, they may destroy the system.

As mentioned, the application is a Wear OS game that requires combining the use of both an Android phone and an Android watch to optimize its recognition accuracy and gamified experience. For activity recognition, our app uses watch sensors for better accuracy. However, in many situations, participants may choose not to wear the watch. In those cases, when the watch was not connected, we used the built-in phone sensors instead such that the game could run individually on the phone without the watch. A phone clearly offers more screen space and abilities, such as typing messages, compared with a watch.

User Study Design

Multiphase Research

The proposed conceptual model and the system were evaluated based on a multiphase user study. In our previous work [53], we introduced phases 1 and 2, which can be summarized as follows:

For research phase 1, in-lab user tests of 20 participants were conducted to evaluate the effectiveness of the combined use of games and wearable devices in promoting exercise and to investigate the usability of the proposed approach and the effects of different factors within the system.

In research phase 2, a 70-day user study of 36 participants was designed to verify the hypothesis that adding different game features and gradually releasing them can positively affect user engagement and retention.

In this paper, we present research phase 3, which is a 60-day long-term study with 40 participants, to demonstrate the feasibility and effectiveness of using a player modeling technique in the personalization of exergames.

Participants and Groups

A total of 40 participants were recruited locally from the Ottawa area by posters as well as via the web through the Android Wear Forum [59]. Of the 40 participants, 23 were men and 17 were women. Their average age was 26.93 years, with an SD of 6.07 years. We randomly divided our participants into 4 groups based on the versions of the app they received: full (gamified and personalized), gamified only, personalized only, and the control group. Participants were randomly allocated to groups and the distribution with respect to exercise or player type and physical activity level did not seem to be particularly biased (Table 3). Participants’ physical activity levels were collected at baseline before beginning the study.

Table 2. The motivation and corresponding game elements added for each type of player.

<table>
<thead>
<tr>
<th>Hexad type</th>
<th>Motivation</th>
<th>Game element</th>
</tr>
</thead>
<tbody>
<tr>
<td>Socializers</td>
<td>Relatedness</td>
<td>Link to social network</td>
</tr>
<tr>
<td>Free spirits</td>
<td>Autonomy and self-expression</td>
<td>Theme color customization</td>
</tr>
<tr>
<td>Achievers</td>
<td>Mastery</td>
<td>Challenge</td>
</tr>
<tr>
<td>Philanthropists</td>
<td>Purpose and meaning</td>
<td>Game experience sharing</td>
</tr>
<tr>
<td>Players</td>
<td>Rewards</td>
<td>Points</td>
</tr>
<tr>
<td>Disruptors</td>
<td>Change</td>
<td>Hacking mode</td>
</tr>
</tbody>
</table>
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Table 3. Demographical data for the 4 participant groups (N=40).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participant group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>24.93 (7.27)</td>
</tr>
<tr>
<td>Gender, n (%), Male</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Gender, n (%), Female</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Hexad user types, n (%)</td>
<td>Philanthropist</td>
</tr>
<tr>
<td></td>
<td>Socializer</td>
</tr>
<tr>
<td></td>
<td>Free spirit</td>
</tr>
<tr>
<td></td>
<td>Achiever</td>
</tr>
<tr>
<td></td>
<td>Disruptor</td>
</tr>
<tr>
<td></td>
<td>Player</td>
</tr>
<tr>
<td>8-color personalities, n (%), Blue</td>
<td>3 (30)</td>
</tr>
<tr>
<td></td>
<td>Gold</td>
</tr>
<tr>
<td></td>
<td>White</td>
</tr>
<tr>
<td></td>
<td>Purple</td>
</tr>
<tr>
<td></td>
<td>Green</td>
</tr>
<tr>
<td></td>
<td>Red</td>
</tr>
<tr>
<td></td>
<td>Saffron</td>
</tr>
<tr>
<td></td>
<td>Silver</td>
</tr>
<tr>
<td>Physical activity level (hours per week), mean (SD)(^a)</td>
<td>4.04 (2.35)</td>
</tr>
</tbody>
</table>

\(^a\)Physical activity levels were self-reported at baseline.

To increase the duration in each group and reduce the chance of groups affecting each other, all participants remained in the same group for the entire study duration rather than randomly trying all 4 groups.

The recommendations for the control group and the gamified group were created based on established exercise guidelines and were reasonable recommendations for the general population. To ensure this, we referred to the theoretical foundations from the GRPAH [54] to determine proper exercise recommendations. Our choice for nonpersonalized groups closely follows the one-size-fits-all recommendation method, which has been generally used in most physical activity recommendation applications, such as Apple Watch (recommends a 30-min walk per day) or Fitbit (daily 10,000 steps).

Furthermore, the main purpose of our study was to demonstrate the effectiveness of personalized recommendations. Although we tried to offer a reasonable experience for nonpersonalized groups, the effectiveness of personalization, especially in terms of recommendation, was our hypothesis when other variables are held constant. Therefore, we did not use existing commercial apps for comparison in this study because we tried to avoid bringing in possible extraneous or confounding variables such as esthetic and gameplay features that were not our focus.

Figure 6 shows an example of how recommending the same 30-min walking activity will look for the 4 study groups. The full group received the recommendation through a gamified story (guided by the future self) with the game element of challenge based on their player type of achiever and a personalized walking path. The personalized group also received a personalized route but no game story or elements. The gamified group received no personalized route but had the game story and the game element of points (randomly assigned because no player model was used for the gamified group). The control group received no personalization or gamification as a control group. In the screenshot of the control group, we showed an example of how the weather assistant worked. Note that the example conversations were from screenshots and some details related to the context were not fully displayed.
To control the gamification level between groups, for the gamified group, as there was no player model used, we randomly assigned a game element from Table 2 to each participant to bring them to the same gamification level as the full group. As the members of personalized groups received different game elements based on their individual player model, we decided that a random selection for nonpersonalized groups would be the closest nonpersonalized option.

We also limited the number of personalized recommendations to 2 times a day to eliminate the variability of engagement caused by frequent recommendations. The gamified and control groups (without personalization) received 2 messages per day at 9 AM and 5 PM. We chose these 2 times because 9 AM is the time of day that most of our participants were active. We did not send the notification earlier because we did not want their sleep to be interrupted. We chose 5 PM because most people are off from work at 5 PM. The full and the personalized

**Figure 6.** Example of recommendations for different groups: (a) full, (b) personalized, (c) gamified, and (d) control.
Procedures and Data Collection

The study was approved by the research ethics board. We asked participants to complete a prestudy questionnaire before providing them the app (Multimedia Appendix 1). The questionnaire asked demographic questions including age, gender, height, weight, number of hours they spend per week exercising, type of Android Wear owned, and types and duration of playing video games (eg, PC, console, and mobile). Two web-based questionnaires were provided and participants completed them, which provided us with the results to determine their player and exerciser type [60,61]. The app was distributed to participants through the HockeyApp (now Microsoft Visual Studio App Center) [62] after receiving participants’ gamer and exerciser-type results. Application features were selected based on the participant’s player model.

For in-game data collection, we used Google Analytics API [63] to track all participants’ comprehensive in-app behavior data, including screen views and tapped events with associated timestamps. We used Google Fit API to track user daily activity data and a pop-up question asking participants if the recommendation they received that day was useful. The notification was sent to participants every night at 9 PM. For groups with personalized features (the full group and the personalized group), we also asked to access the user’s calendar and location data to be used in recommendations.

A poststudy questionnaire was conducted at the end of the study to evaluate participants’ experiences during the first 60 days (Multimedia Appendix 2). First, we provided 3 general close-ended statements to measure participants’ overall motivation, satisfaction, and preference with the in-game experience. Participants responded on a 7-point Likert scale ranging from 1 (strongly disagree) to 7 (strongly agree). The statements were as follows:

1. I find this kind of application motivating to exercise.
2. I was overall satisfied with this application.
3. I prefer using this type of application for exercise over regular exercises.

We used the Intrinsic Motivation Inventory (IMI; Multimedia Appendix 3) [64] to assess participants’ level of intrinsic motivation related to the game experience. Furthermore, we used the European Microsoft Innovation Center (EMIC) recommender system evaluation measurement (Multimedia Appendix 4) [65] to evaluate the quality of our recommended activities. We also included open-ended questions to obtain participants’ comments and suggestions to improve the system. By the end of the 60 days, each participant received a Can $10 (US $7.7) gift card as an honorarium to thank them for their participation in the study.

Moreover, we customized the IMI scale to fit the current game context. We did not use relatedness and perceived choice IMI subscales. Relatedness evaluates the experience of doing something with another person, that is, social interactions with a game that can lead to the feelings of relatedness. It is usually used in multiplayer games, which allow for interactions between real players, and was not applicable in our case. Perceived choice is often used in situations where a person is given a certain task or activity to complete. In our case, we indicated in the beginning that the users have the full choice of either using or not using our system as well as how to use it. Therefore, this subscale was considered not necessary as the participants were explicitly given full choice. There are different versions of the IMI that have been used in previous studies, which consist of different subscales that are only relevant to their unique context.

Data Analysis

For each question in the poststudy questionnaire including general perception, IMI subscales, and EMIC subscales, a one-way between-group analysis of variance (ANOVA) and post hoc Tukey-Kramer Honestly Significant Difference (HSD) test [66] was conducted to analyze the main effects among the 4 groups. ANOVA is commonly used to determine whether there are any statistically significant differences between the means of 3 or more independent groups, whereas the Tukey test provides deeper insights into patterns and comparing specific groups [66]. Parametric tests were selected for conducting the analysis because the samples were drawn independently of each other and the shapes of the distributions were normal. The alpha value was set at .05 for all statistical tests.

For other users’ daily log data, such as the number of active users, the number of conversations, the active calories, and the number of useful recommendations, we visualized them along the timeline to see how the pattern differentiated among the 4 groups.

For qualitative data regarding the possible improvement of the system, because our participants’ answers were mostly short and concise, we simply categorized them and reported the most commonly mentioned suggestions.

Results

General Information

The participants’ self-reported average hours of exercise per week before the study were 4.16 hours with an SD of 2.96 hours, whereas the average hours per week spent playing video games (including PC, console, and mobile games) were 5.44 hours with an SD of 4.13 hours. The self-reported average active hours increased from 4.16 to 4.58 hours after the study.

Participants could interact with the app through their Android phones or watches. Data show that participants read 53.00% (10,270/19,377) of messages on their phones and 47.00% (3190/4985) of prompted choices on their phones and 35.81% (1785/4985) of messages on their phones and 47.00% (1830/4985) of messages on their phones. The results suggest that smartwatches were not only effective and more accurate for tracking activity data but also feasible for some simple interactions such as reading messages and tapping a choice from prompts. Participants tended to interact with watches independently when completing simple tasks and switched to

Relatedness and perceived choice IMI scales were explicitly given full choice. There are different versions of the IMI that have been used in previous studies, which consist of different subscales that are only relevant to their unique context.
phones when different interactions were necessary (eg, typing messages).

**Case Studies**

Below, we present 2 case studies as examples to show how our system recommends activities to different participants in a typical week. If there is any more information or any change in the system found during the week, the recommendations adjust accordingly. Both participants were from the full group receiving activity recommendations in the form of a gamified story.

**Case Study A**

**Participant Information**

Participant A was a female, 26-year-old student, height 5’8”, weight 61 kg, BMI 20.5 kg/m² (normal weight), no serious health issues, and currently taking no medications. Player type: free spirit; fitness color: white. Our system detected that participant A takes the bus to university every Monday, Tuesday, and Thursday and mostly stays at home for the rest of the week. She goes to a group-cycling class once a week, on Friday evenings, for half an hour. According to the GRPAH, adults aged 18 to 64 years were encouraged to perform 300 min of moderate-intensity aerobic physical activity throughout the week for good health benefits [54]. People with exerciser type of white prefer hiking, running, yoga, cardio, and gym strength training. When accessing her calendar, the system found she had 2 dinner reservations on Thursday and Saturday night, both at 6 PM for the coming week.

**System-Generated Activity Recommendations**

1. Extending the walking distance to bus stops on every school day (both morning and afternoon, overall 45 min of walking per school day).
2. A 30-min walk for non-school days after dinner.
3. A 1-hour home yoga session on Tuesday 7 PM when the user is generally not active.
4. A hiking morning on Saturday in a nearby park.

**Player Type–Based Game Features**

The player type of free spirit was assigned the game feature of theme color customization. Thus, the reward of completing recommended activities for participant A was to unlock different theme colors.

**Case Study B**

**Participant Information**

Participant B was a male, 35-year-old, software developer, height 5’11”, weight 75 kg, BMI 23.0 kg/m² (normal weight), no serious health issues, and currently taking an over-the-counter pain reliever for his back pain. Player type: achiever; fitness color: red. Our system detected that participant B drives to work every Monday, Tuesday, Thursday, and Friday (15-min drive).

On Wednesday, he works from home. He plays basketball every Wednesday night from 8 PM to 9 PM and every Saturday morning from 9 AM to 11 AM. Exerciser type of reds prefer exercises such as basketball, tennis, racquetball, in-line skating, frisbee, mountain biking, soccer, and skiing. Our system found that participant B was almost as active as recommended by the GRPAH, but the type of activities he performed was limited to basketball.

**System-Generated Activity Recommendations**

1. A 1-hour tennis or racquetball session on Wednesday night instead of basketball.
2. A daily 15-min walk after work.
3. A 60-min walk (in a nearby park) on Sunday morning.

**Player Type–Based Game Features**

The player type of achiever was assigned the game feature of challenge. Thus, the system provided recommendations to player B in the challenge style.

**Overall Motivation and Satisfaction**

**Figure 5** shows the averages and SDs of the scores for the first 3 general questions assessing participant motivation, satisfaction, and game preference. The asterisk indicates significant results found between groups.

The results show that there were statistically significant differences between groups as determined by one-way ANOVA for overall motivation ($F_{3,36} = 22.49; \ P < .001$), satisfaction ($F_{3,36} = 22.12; \ P < .001$), and preference ($F_{3,36} = 15.0; \ P < .001$). Post hoc comparisons using the Tukey HSD test indicated that for all 3 questions, the mean score for the full, personalized, and gamified groups was significantly different from that for the control group, respectively. This means that, in general, both gamification and personalization have positive effects on participants’ motivation, satisfaction, and preference, as seen in the groups full, personalized, and gamified compared with the control group. Moreover, for motivation, the mean score for the full group (mean score for full group [MF] 5.8, SD for full group [SDF] 0.79) was significantly different from that of the personalized group (mean score for personalized group [MP] 4.7, SD for personalized group [SDP] 1.5). Statistically significant pairwise comparisons are also marked in **Figure 7**. This means that gamification can also add more motivation to a personalized fitness recommendation system, as seen between the full group and the personalized group in motivation. It should also be noted that the distribution of the dominant player types across the 4 different groups could have influenced these results, as some player types may have had a stronger preference for gamification or personalization in general. However, the distribution with respect to player types did not seem to be particularly biased (Table 3).
Figure 7. Results for poststudy questions 1, 2, and 3. (a) Overall motivation, (b) overall satisfaction, and (c) overall preference over regular exercise.

IMI Subscales

Figure 8 shows the average and SDs of the scores for each IMI subscale question. The results show that there were statistically significant differences between groups as determined by a one-way ANOVA for interest or enjoyment ($F_{3,36}=24.24; P<.001$), perceived competence ($F_{3,36}=4.60; P=.007$), effort or importance ($F_{3,36}=8.01; P<.001$), and value or usefulness ($F_{3,36}=15.90; P<.001$).

The Tukey-Kramer HSD test results indicated that for interest or enjoyment, the mean score for the full, personalized, and gamified groups was significantly different from that for the control group. Moreover, the pairwise comparison result showed that MF (MF 5.9, SDF 0.40) was significantly different from the personalized group (MP 5.0, SDP 0.56). For perceived competence, significant differences were found between the full group (MF 5.7, SDF 0.46) and the personalized group (MP 4.8, SDP 0.72) as well as between the full group and the control group (mean score for control group [MC] 5.0, SD for control group [SDC] 0.54). For effort or importance, significant differences were found between the full group (MF 5.8, SDF 0.47) and the gamified group (mean score for gamified group [MG] 4.7, SD for gamified group [SDG] 0.67); between the full group and the control group (MC 4.7, SDC 0.70), the personalized group (MP 5.6, SDP 0.73), and the gamified group; and between the personalized group and the control group. For value or usefulness, significant differences were also found between the full group (MF 5.8, SDF 0.47) and the gamified group (MG 4.8, SDG 0.55); between the full group and the control group (MC 4.6, SDC 0.41), the personalized group (MP 5.7, SDP 0.63), and the gamified group; and between the personalized group and the control group. The pairwise comparison significance is also marked in Figure 8.
Figure 8. Averages and SDs as evaluated by the Intrinsic Motivation Inventory. From top to bottom: (a) interest or enjoyment, (b) perceived competence, (c) effort or importance, (d) pressure or tension, and (e) value or usefulness.

The IMI results indicate that gamifying the exercise increases players’ interest in and enjoyment of the personalized recommendation system (significant between the full group and the personalized group in interest or enjoyment). Personalization contributes more toward promoting effort or importance as well as value or usefulness compared with gamification (significant between the personalized group and the gamified group).

EMIC Recommender System Evaluation

Figure 9 shows the averages and SDs of the scores for each EMIC subscale (under perceived recommendation quality, perceived system effectiveness, general trust in technology, and system-specific privacy concerns). The results showed that there were statistically significant differences between groups as determined by a one-way ANOVA for perceived recommendation quality ($F_{3,36}=108.77; P<.001$), perceived system effectiveness ($F_{3,36}=26.52; P<.001$), and system-specific privacy concern ($F_{3,36}=58.37; P<.001$).
The Tukey-Kramer HSD test results indicated that for both perceived recommendation quality and perceived system effectiveness, the mean scores for the full and personalized groups were significantly different from the gamified and control groups that were not personalized. For system-specific privacy concerns, the mean scores for the full group and the personalized group were also significantly different from the gamified group and the control group because, for nonpersonalized groups, we did not ask to access participants’ personal data (except Google Analytics for in-app tracking). Moreover, a significant difference was also found between the full group (MF 4.1, SDF 0.69) and the personalized group (MP 3.0, SDP 0.73). Statistically significant pairwise comparisons are also marked in Figure 9 using asterisks.

Our results suggest that our system is effective in providing daily fitness recommendations to participants (comparing the full group with the gamified group and the personalized group with the control group) with respect to both perceived recommendation quality and perceived system effectiveness. We also found that, as expected, participants were concerned about privacy when the system had a player model and asked for more permissions to access their personal data (comparing the full or personalized and gamified or control groups). On the other hand, gamification reduced some of the concerns (significant difference found between the full and the personalized groups). Note that for the system-specific privacy question, a higher score indicates less concern. Privacy concerns are important yet beyond the scope of this work. Yet, we believe that the noticed effect of gamification can be of value in future research and design.

**Daily Statistical Data**

As mentioned earlier, we used Google Analytics API to track participants’ comprehensive in-app behavior data and we used Google Fit API to track user daily activity data, including steps and calories burned. Figure 10 shows some daily statistical data: the number of active participants of all 4 groups during the 60 days of study (a), the daily total number of conversations sent to the system (b), the daily average active calories burned excluding basal metabolism (c), and the daily number of self-reported useful recommendations (d).
Daily statistical data showing patterns of daily active users, conversations, or active calories and percentage of useful recommendations along the timeline.

From Figure 8, we can see that for daily active users (a) and daily conversations (b), there is an overall descent in trends appearing as time grows for all 4 groups. Among them, the full group maintained a relatively higher value compared with the other 3 groups and participants in the full, personalized, and gamified groups interacted with the system more than the control group (Figure 10). With respect to the daily active use and daily conversations (Figure 10), when comparing the personalized group and the gamified group, we can see that the value of the gamified group was higher than that of the personalized group in the early phase of the study but was surpassed by the personalized group in the late phase of the experiment (around 35-40 days). These results indicate that both personalization and gamification could have a positive impact on promoting participants’ engagement with the system. However, although gamification could bring more interactions in the short term (within 1 month), personalization could lead to a more sustained engagement (over a longer time). Note that Figure 10 shows the control group was not active during the last week of the study. This only indicates that they did not open the app but they still received recommendations as usual (pop-up notifications). Physical activity data were also collected from the Google Fit API without opening the app.

For active calories (Figure 10), we can see slight ascent trends for both the full group and the personalized group and flat trends for the gamified group and the control group. The full group began with a lower average calorie burden compared with the personalized group and then showed an almost equal value near the end. These results indicate that personalization could have a positive impact on promoting actual physical activity, whereas exclusive gamification may not. Adding gamified elements to personalized recommendations in the earlier phase (when the player model was not well established yet and the recommendation quality was not steady enough) may negatively affect the amount of physical activity people performed, which requires further research. Note that the active calorie measures the calories burned during fitness activities. Basal metabolic parameters were excluded.

For the percentage of useful recommendations, Figure 10 (calculated by the daily number of useful replies divided by daily active users), the percentage of the full group and the personalized group increased in the first half of the study and then remained flat, with the full group remaining slightly higher than the personalized group. The increase in the full group and the personalized group can be attributed to the continuously updating player model that will improve recommendations over time. The gamified group and the control group (without player model) showed descending trends approaching zero. The results suggest that our system is able to generate useful fitness recommendations by using a player model, and participants considered the recommendation more useful when gamification elements were added.

**Player Types**

In this study, we did not find any significant difference in terms of different player or exerciser types. Although we had a limited sample size for conducting a meaningful statistical analysis, there were still some interesting findings worth mentioning, which may help inspire future research in this area. Table 4 shows the distribution of the combinations of player and exerciser types of our participants.
From Table 4, we can see that certain player types and exerciser types were highly related. For example, we have 5 participants in total with the exerciser type of silver, with 4 of them belonging to the player type of free spirit. Similar relations are shown between the player type of socializer and the exerciser type of purples. This indicates that users’ preferences toward game elements and exercise types may be linked. This idea could be used to further improve the personalization of the exercise and game experience but requires further research with a larger sample size.

| Table 4. Distribution of the combination of player or exerciser type (N=40). |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                | Achiever | Player | Socializer | Philanthropist | Disruptor | Free spirit |
| Blue            | 3        | 3      | 0          | 2              | 0          | 0            |
| Gold            | 1        | 1      | 1          | 2              | 0          | 0            |
| White           | 2        | 1      | 0          | 1              | 0          | 2            |
| Purple          | 0        | 0      | 2          | 0              | 0          | 0            |
| Green           | 0        | 1      | 3          | 2              | 0          | 1            |
| Red             | 2        | 0      | 0          | 1              | 1          | 0            |
| Saffron         | 1        | 0      | 0          | 0              | 1          | 1            |
| Silver          | 0        | 1      | 0          | 0              | 0          | 4            |

Figure 11 shows the overall motivation for participants belonging to different player types. Although we were not able to run a valid statistical analysis based on the small sample sizes, we saw that the player type of socializer and disruptor experienced lower overall motivation compared with the other 4 player types. This may indicate that the game features and experience we provided to the player type of socializers and disruptors had more room for improvement.

Figure 11. Overall motivation for different player types.

Figure 12 shows the average active calories burned for participants belonging to different exerciser types. For the same reason of small sample sizes, we could not run a valid statistical analysis. However, we found that the fitness colors of whites and greens were relatively more active during the study. We checked their motivation as well as their self-reported recommendation quality and found that both were at the same level as the other 6 exerciser types. When looking at the 8 Colors of Fitness activity suggestions (Multimedia Appendix 5), we found that the activity of hiking was the main variable that may lead to the result and it was only recommended for the exerciser type of greens and whites. This indicates that hiking might be an effective activity that makes people consume more calories, which could be further investigated.

Figure 12. Overall motivation for different player types.
Figure 12. Average active calories for different exerciser types.

![Average active calories for different exerciser types.](image)

Qualitative Results

One open-ended question was asked of each participant at the end of the poststudy questionnaire to collect their general feedback ([Multimedia Appendix 2](#)). We received many comments and suggestions on how to improve our system, which mainly focused on 5 aspects as shown in Figure 13. It shows that a customized storyline was the most requested feature, followed by multiplayer mode, more quality recommendations, a feature for setting and tracking fitness goals, and more location-based features. These feedback laid the foundation for planning our future work in this project.

Figure 13. Number of main suggestions received from open-ended questions for improving our system.

![Number of main suggestions received from open-ended questions for improving our system.](image)

Discussion

Overall, in this 60-day user study, we verified our hypotheses that (1) it is feasible to generate personalized exercise recommendations with player modeling and (2) the combination of player modeling and gamification could enhance users’ engagement with the system as well as promote actual physical activity. Specifically, gamification was found to promote engagement, but only in the short term, as seen in the gamified group where the members were engaged early on. However, as
the experiment moved on, the trend changed and the personalized group became more engaged. This can be attributed to the player modeling aspect in that it requires time to get to a minimum level of precision in reflecting a player’s characteristics before it can offer reasonable recommendations. Player modeling helped sustain the activity level in the long term. This suggests that activity recommendation based on player modeling can be an effective and promising approach for creating personalized fitness experiences over longer periods, whereas gamification can help attract the users and create the initial interest.

Our research was motivated by the need to keep players engaged and motivated in exergames. We were inspired by previous work that suggested a more player-centric and personalized approach to game design and gamification [6,17,28,67] to increase player engagement and the overall effectiveness of the intervention. We extended these ideas to exergames, combining them with the notion of real-time activity tracking and recommendation as suggested by others [22,47-49] to develop a new theoretical dynamic and individual-level model that brings together various game elements that can help solve the player retention problem. The presented results have direct implications for the design of fitness assistants and potentially other recommender systems.

Gamification Is Good but Not Enough!

Previous work by authors and other researchers has shown the potential value of gamification to increase engagement, but they have also highlighted the issue of retention. Players tend to leave the game once it is well experienced. Although adding new features can be a reasonable way of keeping participants engaged, it is difficult and costly to implement because of constant designing and upgradation. The ability to understand participants and their dynamic life and provide gameplay features that match the participants’ activities can be a way to introduce change and novelty when maintaining the development cost under control.

Player Modeling: Personalization Versus Categorization

The idea of categorizing participants to provide them with customized service is appealing but ignores individual differences, which are often significant. The availability of personal data, as a result of various methods of collecting information, suggests that the participants can be understood as individuals and not members of a category. This true personalization allows a new level of customization that will potentially offer participants a much more appealing and effective experience. Our results show the potential relevance of this idea to the field of fitness assistants. The more we understand the user, the more personalized our recommendations will be, which will, in turn, result in more effective recommendations. Developing a comprehensive model that involves various user characteristics (from personality type to daily routines) can help understand the user properly.

Furthermore, the idea of personalization versus categorization is also related to differences in player types and player traits. Although earlier works have attempted to classify players into single types (eg, Bartle [68] and the BrainHex model [36]), more recently, researchers have examined the effectiveness of trait-oriented models for understanding player choices in games [69-71]. Trait-oriented models are preferred in recent studies because an individual is rarely motivated by a single factor and because of their applicability to game user research in that they aim to characterize players using a set of scores rather than categorizing players into a single type. In this study, we decided to use the dominant player type as evaluated by the Hexad model rather than considering all 6 scores because we wanted to control the variable by adding only 1 additional element to each user; therefore, we could make sure it is the gamification itself that affected the engagement, without interfering with the amount of it. A future study can explore the effects of considering the full range of scores.

Adaptive and Continuous Modeling

Although many games and other applications rely on a certain user model, in most cases, this is done as a one-time static decision assigning the user to a certain group. Our study shows the value of not only having a more comprehensive personal model but also allowing it to evolve and adapt using ongoing data from the user. This constantly tunes the model and makes recommendations more effective. Using such adaptive and dynamic models can enhance the performance of such applications, and we recommend that designers consider it when possible.

24/7 Recommendation

Fitness and health are not limited to the gyms. Being active is a lifestyle; therefore, activity recommendations should not be limited to a particular time. In the absence of a dedicated personal trainer, an intelligent fitness assistant equipped with a detailed player model can offer 24/7 recommendations for being active that considers various user contexts. Our results show the potential value of this approach, which can be improved with more comprehensive personal data and a better database of activities and gameplay features. Although our system provided all-day and continuous modeling and recommendation, it is worth noting that the participants did not wear the activity trackers during sleep and we did not track any sleeping activities. As such, although the system was able to perform nonstop, in practice, it was paused during sleep times (night or day).

Limitations

There were certain limitations in the proposed system and the performed study, some mentioned by the participants, which we believe were not critical enough to significantly affect the findings but are still worth noting and improving in future work. We relied on a simple game that we designed ourselves with a simple story or gameplay. This may have negatively affected the players’ attraction and engagement. The game could be designed through a more rigorous process or we could somehow allow customization and choice or potentially use another existing game. There was also no multiplayer option, which ignores the social aspects of gaming and active lifestyle and could negatively affect the level of user engagement. When designing different gamified features for different types of...
players, we assigned only 1 game element to each type of player. This may not be adequate for targeting individual participants.

The 8 Colors of Fitness system (Multimedia Appendix 5) [44] was used as a model to suggest activities. This system was used because the research group did not find any other alternatives and needed to rely on a fairly acceptable method. This system is by no means ideal and has its own limitations. It can be replaced with any other method, such as other models, an interactive trainer, or a trained expert system.

We used the Android Activity Recognition API for activity tracking and prediction in this work. This API is only able to recognize 6 simple physical activities. For more complex daily activities, we required manual labeling from participants within the conversation. This may bring complexity to the participants. We also only used Android Wear participants and limited each group to 10 members, which may not be adequate. We were also aware that the age range of our participants was relatively narrow. Most of our participants in this study were young adults; hence, our results may not apply to older adults. Furthermore, comparing active calories burned as an absolute value could have negatively influenced the reliability of the results because of potential confounding variables such as gender, weight, and height.

The language of our questions could be improved by being more neutral and consistent. For example, we occasionally used task to refer to the app instead of the more common term game, or for EMIC, we used items and activities for the same purpose. Although these terms could have caused some confusion, which we will improve in the future, we did not receive any negative feedback and do not believe that the inconsistencies significantly affected our findings.

Conclusions

In this paper, we proposed a system for personalized fitness assistants using gamification and continuous player modeling and reported on a long-term study that investigates the effectiveness of our proposed system. Our findings show that it is possible to provide personalized activity recommendations by continuously updating a player model based on activity tracking. Our study also shows the positive effect of this modeling and gamification on user engagement and overall activity. These findings can be used to inform the design of personalized and gamified recommender systems in health and fitness and potentially other apps, as they highlight the role of an adaptive model and gamification as long-term and short-term factors, respectively. This research opens opportunities for future work, especially in the area of exploring more gameplay features, adding a personalized storyline, multiplayer gamification, better activity recognition, suggestion models, and evaluation with a larger and more diverse sample.
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Abstract

Background: Cognitive training using virtual reality (VR) may result in motivational and playful training for patients with mild cognitive impairment and mild dementia. Fully immersive VR sets patients free from external interference and thus encourages patients with cognitive impairment to maintain selective attention. The enriched environment, which refers to a rich and stimulating environment, has a positive effect on cognitive function and mood.

Objective: The aim of this study was to investigate the feasibility and usability of cognitive training using fully immersive VR programs in enriched environments with physiatrists, occupational therapists (OTs), and patients with mild cognitive impairment and mild dementia.

Methods: The VR interface system consisted of a commercialized head-mounted display and a custom-made hand motion tracking module. We developed the virtual harvest and cook programs in enriched environments representing rural scenery. Physiatrists, OTs, and patients with mild cognitive impairment and mild dementia received 30 minutes of VR training to evaluate the feasibility and usability of the test for cognitive training. At the end of the test, the usability and feasibility were assessed by a self-report questionnaire based on a 7-point Likert-type scale. Response time and finger tapping were measured in patients before and after the test.

Results: Participants included 10 physiatrists, 6 OTs, and 11 patients with mild cognitive impairment and mild dementia. The mean scores for overall satisfaction with the program were 5.75 (SD 1.00) for rehabilitation specialists and 5.64 (SD 1.43) for patients. The response time of the dominant hand in patients decreased after the single session of cognitive training using VR, but this was not statistically significant (\(P=.25\)). There was no significant change in finger tapping in either the right or left hand (\(P=.48\) and \(P=.42\), respectively). None of the participants reported headaches, dizziness, or any other motion sickness after the test.

Conclusions: A fully immersive VR cognitive training program may be feasible and usable in patients with mild cognitive impairment and mild dementia based on the positive satisfaction and willingness to use the program reported by physiatrists, OTs, and patients. Although not statistically significant, decreased response time without a change in finger tapping rate may reflect a temporary increase in attention after the test. Additional clinical trials are needed to investigate the effect on cognitive function, mood, and physical outcomes.

(JMIR Serious Games 2020;8(4):e18127) doi:10.2196/18127)
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Introduction
Dementia, a major global public health burden, is a neurodegenerative disorder that impairs cognitive functions such as memory, language, and goal-directed behaviors [1]. Cognitive training in early stages of dementia has been considered a promising tool for addressing the impact of cognitive changes [2]. A recent systematic review demonstrated that computerized cognitive training improves cognition and psychosocial function in patients with mild cognitive impairment; however, there is lack of evidence in those with dementia [3]. Patients with cognitive impairment are less likely to engage and less able to concentrate in repetitive training compared with the healthy elderly population [4]. On the other hand, cognitive training based on virtual reality (VR) introduces motivational and playful aspects of training for patients with mild cognitive impairment and dementia [5].

Emerging VR cognitive training focuses on orientation, spatial navigation, face recognition, memory function, and instrumental activities of daily living [6]. The advantage of applying VR is that activities, tasks, and evaluation can occur in a secure environment [7]. Furthermore, VR training parameters can be adjusted within a person-centered therapeutic milieu [8]. A multisensory experience through VR enables feedback-based learning [9].

Although virtual environments are artificial in nature, the user can elicit a rich feeling of realness and agency [10]. The immersion level of the VR system has a critical role on visual realism. The sense of “presence” refers to being and therefore how well the virtual environment represents the real world [11]. Reality level refers to the level at which a user truly experiences immersion [12]. Fully immersive VR sets people free from external interference. This VR world encourages patients with cognitive impairment to maintain selective attention [13]. Furthermore, VR technologies with sufficient levels of immersion or interaction have not been developed for this patient population [6].

Familiar image-based virtual environments can stimulate the recollections of autobiographical memory in healthy elderly [14]. Enriched environments provide conditions that enhance sensory, cognitive, and motor stimulation [15]. Furthermore, experiencing rich environments evokes positive emotions. A positive feeling is a protective factor against brain dysfunction, similar to that of the cognitive enrichment hypothesis [16]. It has been reported that enriched environments improve spatial impairment and memory deficits in vascular dementia and Alzheimer disease mouse models [17,18]. Recently, a video game that applied enriched environments was found to have a positive effect on cognitive function and mood in subjects with normal aging and mild to moderate cognitive impairment [4].

Only a few studies on cognitive training using fully immersive VR for patients with mild cognitive impairment and dementia have been conducted [13,19]. VR games based on enriched environments can be helpful for full immersion and comfort of patients experiencing cognitive decline. Furthermore, as it targets the elderly with cognitive impairment, it is necessary to develop VR games that reflect cultural specificity. We developed a fully immersive VR system based on enriched environments in order to train attention, memory, and executive function in the elderly. The purpose of this study was to investigate the feasibility and usability of cognitive training using the VR system with rehabilitation specialists and patients with mild cognitive impairment and mild dementia.

Methods
Study Design
This was a pilot study to evaluate the usability and feasibility of a fully immersive VR cognitive training program with an enriched environment. The study consisted of a single session and a survey completed by physiatrists and occupational therapists (OTs) as well as patients with mild cognitive impairment and mild dementia. This study protocol was approved by the Institutional Review Board of Seoul National University Hospital (IRB No. 1809-126-975) on October 16, 2018. All participants provided written informed consent. The study was performed under the principles of Good Clinical Practice and the Helsinki Declaration.

VR Interface System
The VR interface system consisted of an HTC Vive head-mounted display and a custom-made hand motion tracking module developed for hand pose estimation and 3-dimensional positions of the hands in the working space.

Figure 1 shows the overall system architecture of the module for hand pose estimation in a virtual environment. The hand motion tracking module has a camera on the palm side of the hand to capture images; the camera is synced with a computer system for the deep learning process in order to estimate the hand poses. Each of the 2 modules for both hands transmits real-time hand images to the deep learning process in the computer system through WiFi communication. The deep learning process computes finger joint positions from the images to estimate hand poses in real time, which is delivered to the interface synchronization process in the computer system for the VR game through Bluetooth. HTC Vive trackers are installed on the backside of the hands to obtain the hands’ positions, which are also used to control the VR game.
The network model of our deep learning process was designed based on the hourglass network [20]. The hourglass network has primarily been used for human body pose estimation. Therefore, the structure of the network is not optimized for hand pose estimation. We mainly focused on the modification of the feature extraction layers of the network so that finger features could be efficiently extracted. However, as it was difficult to obtain sufficient hand image data for training, we used the composite hand data generator to generate simulated hand image data [21]. More than 2 million images were generated to train our deep learning process. As shown at the bottom of Figure 1, the 2-dimensional joint position of each finger was successfully extracted using our proposed method.

With the joint position data, we could estimate the finger joint angles from an inverse kinematics model. Moreover, without the inverse kinematics model, gestures like grip could be easily recognized from the joint position data. For example, grip could be detected if the vertical positions of fingertips were lower than the threshold value. Thumb-to-finger tap gesture could also be easily detected using only the 2-dimensional joint position data [22]. These data were then used to interface with the VR game.

The hand motion tracking module was designed such that patients could wear it easily without much effort. The silicon pad and strap made the module easy to wear, remove, and clean.

**VR Cognitive Training Program Based on an Enriched Environment**

We developed virtual harvest and cook games in enriched environments representing Korean rural scenery. In all the games, the patients interacted with the environment from an egocentric point of view (known as “first person point of view”). The developed algorithm is shown in Multimedia Appendix 1.

In the default scene of the program, the user was standing in a stream with a view of a country field and house (Figure 2). Sounds of water, wind, birds, and soft music were played as background music. The scene mimicked an environment familiar and comfortable for Korean elderly patients.

The harvest game aimed to improve sustained, alternating, and selective attention and working memory (Figure 3). In the game, there were 4 backgrounds: farm A (chilis, tomatoes, and cucumbers), farm B (strawberries, paprika, and eggplants), an orchard (apples, mandarins, and pears), and a hen house (brown eggs and white eggs). The type and number of crops and eggs harvested and the time limit were controlled autonomously by the operator, depending on each participant’s performance level. After the operator inputted the harvest target and time frame, an artificial voice informed the patient. If the participants were unable to complete the task in the appointed time, visual cues with green lights around the object were provided. If the participant performed incorrectly, there was no limit but it remained on record. After the participants finished the task, the instructor checked time taken by the participant to complete the task, the number of times the direction was replayed, and the harvest type and number.

The cook game focused on improvements in sustained and selective attention; working, spatial, and procedure memory; and executive function. The cook program included 3 types of recipes: fried eggs, gimbap (dried seaweed roll), and soybean paste stew. The fried egg recipe consisted of 12 steps, gimbap recipe consisted of 11 steps, and soybean paste stew recipe consisted of 14 steps. The recipe was selected by the operator depending on the participant’s level. The participants were verbally instructed by the program on how to execute the allocated recipe. If a participant could not cook the recipe properly, a green arrow around the item necessary for the present
The strategies of the cook game were based on “errorless learning” [23]. If patients could not progress to the next step, the program did not progress to the next step. After the participants performed the task, the execution time was tabulated for each step.

**Figure 2.** Default scenes in the program: (A) primary scene showing a usual Korean farm village and country house where one could harvest and cook and (B) patient information input scene.
Figure 3. Harvest and cook game: (A) farm A (chilis, tomatoes, and cucumbers), (B) farm B (strawberries, paprika, and eggplants), (C) orchard (apples, mandarins, and pears), (D) hen house (brown eggs and white eggs), (E) fried eggs, (F) gimbap (dried seaweed roll), (G) soybean paste stew, (H) results of the cooking game.

Procedure
Participants including physiatrists, OTs, and patients were provided with a description of the program objectives and procedures before the test. All participants were seated on a fixed chair, wearing hand motion tracking modules, and supervised by an OT during the test (Multimedia Appendix 2). The therapist was trained to manipulate the software for the usability test and to deal with adverse events. The OT adjusted game difficulty to match the patient’s level based on the Mini-Mental State Examination (MMSE) score and Clinical Dementia Rating (CDR). Physical and verbal assistance was provided for participants who struggled to understand the instructions properly. The participants experienced all 4 harvest games and 3 cooking games. The usability and feasibility test was a single session lasting of 30 minutes.
Participants
Physiatrists and OTs with more than 1 year of clinical experience were recruited to test the usability and feasibility of the developed program. Patients were recruited from a tertiary hospital. A total of 15 patients were screened for eligibility for study inclusion. Inclusion criteria were age ≥65 years and a score of more than 19 and less than 28 points on the MMSE. Exclusion criteria were patients with moderate to severe dementia who could not understand the research content or agree voluntarily, a history of severe dizziness or epilepsy, psychiatric symptoms or behavioral problems that made it difficult to participate in the study, and other severe medical problems such as neurological or orthopedic diseases.

Outcome Measures
Physiatrists and OTs evaluated the usability of the developed VR cognitive training system using a self-report questionnaire based on a 7-point Likert-type scale. Questionnaire items consisted of 6 categories and 22 items: overall satisfaction, acceptability (needs, favorability, effectualness for mild cognitive impairment and mild dementia, and distinction), satisfactoriness (intent adequacy, setting adequacy, setting immediacy, inducement of interest, and content diversity), expectation effectiveness (attraction of voluntary participation from patients, labor reduction for therapists, and contribution to therapists’ work), stability (confirmation of proper equipment positioning, warning of system errors, external appearance of safety, durability, and stability satisfaction), and others (willingness to use, additional use intention with other therapeutic tools, and recommendation intention). The higher the score, the more positive the result. The survey also included additional suggestions regarding the developed system.

The patients’ baseline characteristics, including age, sex, medical history, MMSE, CDR, and Geriatric Depression Scale (GDS), were assessed. At the end of the experience, the feasibility of the enriched environment VR games was assessed by patients using a self-report questionnaire with a 7-point Likert-type scale based on 9 items (overall satisfaction, interest, mood, motivation, difficulty, discomfort, anxiety, willingness to use, and expectations for VR rehabilitation). The survey also included additional descriptions of subjective experiences.

Reaction time was assessed to evaluate the activity process of the central nervous system, such as motor preparation and motor program [24]. Using an iPad app (Reaction Test & Speed Test, Wang Haiwen), the instructor instructed patients that when the red screen became green, the screen should be touched as quickly as possible. This app measured response time from the color change to the screen touch. Patients tried for a total of 5 times using their dominant hand.

To assess motor speed, the finger tapping test was used [25]. Participants tapped just an iPad (digital finger tapping test, SyBu Data) with the index finger as fast as they could for 10 seconds. An average of 3 trials with both hands was completed.

Statistical Analysis
Baseline characteristics and assessment data are expressed as mean and SD for continuous variables. The Wilcoxon signed-ranks test was used to evaluate changes in results before and after the usability test. The Mann-Whitney test was employed to compare the number of finger taps between the right and left hands. A P value <.05 was considered statistically significant. SPSS Statistics 21.0 for Windows (IBM Corp, Armonk, NY) was used for all analyses.

Results
In this study, 10 physiatrists and 6 OTs (mean experience: 4.9 years, range 2-30 years) participated on March 21, 2019. The overall satisfaction score of the system was 5.75 (SD 1.00). In descending order, the mean score was highest for acceptability (5.79, SD 0.16), expectation effectiveness (5.32, SD 0.43), satisfactoriness (5.11, SD 0.79), and stability (4.86, SD 0.32; Table 1).

A total of 11 patients with mild cognitive impairment and mild dementia were enrolled in this study between April 26, 2019 and May 17, 2019. The average age of the participants was 72.64 years (SD 4.65 years; Table 2). The MMSE score ranged from 23 to 28 points, and the mean MMSE score was 26.91 points (SD 1.58 points). The CDR was 0.5 in 8 patients and stage 1 in 3 patients. The mean baseline GDS score was 17.55 points (SD 6.30 points, range 10-30 points). All patients were right-handed.
Table 1. Physiatrists’ and occupational therapists’ self-report questionnaire results on a 7-point Likert-type scale. The higher the score, the more positive the result.

<table>
<thead>
<tr>
<th>Scale and subscale</th>
<th>Score, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall satisfaction</td>
<td>5.75 (1.00)</td>
</tr>
<tr>
<td><strong>Acceptability</strong></td>
<td></td>
</tr>
<tr>
<td>Needs</td>
<td>5.88 (0.89)</td>
</tr>
<tr>
<td>Favorability</td>
<td>6.00 (0.82)</td>
</tr>
<tr>
<td>Effectualness (mild cognitive impairment)</td>
<td>5.63 (0.89)</td>
</tr>
<tr>
<td>Effectualness (mild dementia)</td>
<td>5.63 (0.81)</td>
</tr>
<tr>
<td>Distinction</td>
<td>5.81 (1.17)</td>
</tr>
<tr>
<td><strong>Satisfactoriness</strong></td>
<td>5.11 (0.79)</td>
</tr>
<tr>
<td>Intent adequacy</td>
<td>5.38 (0.89)</td>
</tr>
<tr>
<td>Setting adequacy</td>
<td>4.19 (1.33)</td>
</tr>
<tr>
<td>Setting immediacy</td>
<td>4.50 (1.37)</td>
</tr>
<tr>
<td>Inducement of interest</td>
<td>6.19 (0.75)</td>
</tr>
<tr>
<td>Content diversity</td>
<td>5.31 (1.54)</td>
</tr>
<tr>
<td><strong>Expectation effectiveness</strong></td>
<td>5.32 (0.43)</td>
</tr>
<tr>
<td>Attraction of voluntary participation from participants</td>
<td>5.75 (1.06)</td>
</tr>
<tr>
<td>Labor reduction for therapists</td>
<td>4.89 (1.61)</td>
</tr>
<tr>
<td>Contribution to therapists’ work</td>
<td>5.31 (0.95)</td>
</tr>
<tr>
<td><strong>Stability</strong></td>
<td>4.86 (0.32)</td>
</tr>
<tr>
<td>Confirmation of proper equipment positioning</td>
<td>5.00 (1.46)</td>
</tr>
<tr>
<td>Warning of system errors</td>
<td>4.50 (1.60)</td>
</tr>
<tr>
<td>External appearance of safety</td>
<td>5.00 (1.10)</td>
</tr>
<tr>
<td>Durability</td>
<td>4.56 (1.26)</td>
</tr>
<tr>
<td>Stability satisfaction</td>
<td>5.25 (1.24)</td>
</tr>
<tr>
<td><strong>Others</strong></td>
<td>5.79 (0.14)</td>
</tr>
<tr>
<td>Willingness to use</td>
<td>5.63 (1.41)</td>
</tr>
<tr>
<td>Additional use intention with other therapeutic tools</td>
<td>5.88 (0.89)</td>
</tr>
<tr>
<td>Recommendation intention</td>
<td>5.88 (0.81)</td>
</tr>
</tbody>
</table>
Table 2. Patients’ demographics and baseline characteristics (n=11).

<table>
<thead>
<tr>
<th>Number</th>
<th>Age (years)</th>
<th>Sex</th>
<th>MMSE&lt;sup&gt;a&lt;/sup&gt; (points)</th>
<th>CDR&lt;sup&gt;b&lt;/sup&gt; (points)</th>
<th>GDS&lt;sup&gt;c&lt;/sup&gt; (points)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>72</td>
<td>M&lt;sup&gt;d&lt;/sup&gt;</td>
<td>28</td>
<td>0.5</td>
<td>22</td>
</tr>
<tr>
<td>2</td>
<td>74</td>
<td>F&lt;sup&gt;e&lt;/sup&gt;</td>
<td>28</td>
<td>0.5</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>71</td>
<td>F</td>
<td>27</td>
<td>1</td>
<td>21</td>
</tr>
<tr>
<td>4</td>
<td>76</td>
<td>M</td>
<td>27</td>
<td>0.5</td>
<td>14</td>
</tr>
<tr>
<td>5</td>
<td>81</td>
<td>M</td>
<td>25</td>
<td>0.5</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>76</td>
<td>M</td>
<td>28</td>
<td>1</td>
<td>24</td>
</tr>
<tr>
<td>7</td>
<td>67</td>
<td>F</td>
<td>28</td>
<td>0.5</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>76</td>
<td>F</td>
<td>28</td>
<td>0.5</td>
<td>15</td>
</tr>
<tr>
<td>9</td>
<td>73</td>
<td>M</td>
<td>23</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>67</td>
<td>F</td>
<td>27</td>
<td>0.5</td>
<td>12</td>
</tr>
<tr>
<td>11</td>
<td>66</td>
<td>F</td>
<td>27</td>
<td>0.5</td>
<td>19</td>
</tr>
</tbody>
</table>

<sup>a</sup>MMSE: Mini-Mental State Examination.
<sup>b</sup>CDR: Clinical Dementia Rating.
<sup>c</sup>GDS: Geriatric Depression Scale.
<sup>d</sup>M: male.
<sup>e</sup>F: female.

For overall satisfaction with the program, the mean patient rating was 5.64 (SD 1.43). The study items with high scores were comfort (6.91, SD 0.30), anxiety (6.27, SD 1.62), and mood (6.18, SD 1.40). The remainder of the scores were as follows: interest, 5.82 (SD 1.33); motivation, 5.36 (SD 1.57); difficulty, 5.45 (SD 1.51); willingness to use, 5.82 (SD 1.83); and expectations for VR rehabilitation, 5.55 (SD 1.44). The mean response time of the dominant hand decreased after a single session of cognitive training using VR, but the difference was not statistically significant (pre-VR: 612.18 ms, SD 186.35 ms; post-VR: 546.82 ms, SD 130.64 ms; \(P=.25\)). There was no change in finger taps of the right (pre-VR: 37.97, SD 11.93; post-VR: 38.59, SD 11.75; \(P=.48\)) or left hand (pre-VR: 35.81, SD 11.59; post-VR: 33.85, SD 10.82; \(P=.42\)). There was no significant difference in the mean number of finger taps between the right and left hands before (right: 37.97, SD 11.93; left: 35.81, SD 11.59; \(P=.56\)) and after (right: 38.59, SD 11.75; left: 33.85, SD 10.82; \(P=.30\)) the training.

None of the participants reported headaches, dizziness, or any other form of motion sickness after the test.

**Discussion**

**Principal Findings**

We developed a memory and attention training program using enriched VR environments for patients with mild cognitive impairment and mild dementia. Our results suggest that the VR cognitive training system is feasible and usable based on the feedback received from physiatrists, OTs, and patients with mild cognitive impairment and mild dementia. None of the participants complained of motion sickness, and no adverse events occurred. Although not statistically significant, the decreased response time without changing the rate of finger tapping in patients may reflect a temporary increase in attention after the test.

Fully immersive VR can induce psychological immersion and high presence. Lifelike VR may narrow the gap between reality and the virtual world [26]. The high level of immersion and visual realism trigger autobiographical memories [27]. A combination of the enriched environment, which is almost like reality, and VR may enable patients with cognitive decline to feel emotionally stable. Neuropsychiatric symptoms including depression, apathy, and agitation occur in most patients with dementia [28]. The patients in this study were found to be mildly depressive as per their GDS score. After the test, the patients gave positive feedback on the questionnaire with regards to comfort, anxiety, and mood. Therefore, the program might be helpful due to improvement in mood in patients with mild cognitive impairment and mild dementia. This finding is in line with a report stating psychosocial intervention through individualized reminiscence and multisensory stimulation evoked emotional and social benefits for those with dementia, along with a preserved sense of identity [29].

In this study, allowing free hand movements in elderly patients who are not used to the VR machine operation ensured that they could access the VR environment more comfortably. Physiatrists, OTs, and patients did not report incommodiousness of a custom-made hand module. However, 3 rehabilitation specialists suggested that it would be better to add haptic feedback when grasping objects and to enhance the sensitivity of the motion detector. To bring about interactions between the user and the virtual environment, several input devices are needed [30]. A potential problem with hand-held devices is that a stiff controller limits kinematic error and completes the actions without continuous participation from the patient, which may limit the effect of training. Furthermore, an unsolved problem regarding the motion tracking systems and instrumented gloves...
is that they are limited when creating accurate user movements in the virtual environment [31]. In addition, bacterial contamination and sterilization could be an issue for medical use of hand-held devices and instrumented gloves. There is an ongoing need to make intuitive input devices for the freedom to manipulate devices and increase accuracy. Although the hand motion tracking module we developed is a prototype, it could compensate for several shortcomings of existing products.

It is also necessary to consider the needs of caregiving staff when designing and developing interventional VR programs. Physiatrists and rehabilitation therapists have many training interface options to choose from, including VR, video gaming, and other tablet-based applications [32]. A survey of rehabilitation specialists showed high overall satisfaction and intent to use the VR system for further training. However, they reported that the hardware system needs to be improved with regards to setting the speed and adequacy. It is also worth considering incorporating a haptic device into the hardware system to make patients with cognitive impairment more comfortable with their VR tasks and to provide them the appropriate tactile stimuli. Because the hardware system is not commercialized, continuous development is needed to improve user convenience.

Limitations
This study has several limitations. First, the short test time may be insufficient to influence cognitive components and motor function. Because the primary purpose of this study was to evaluate the usability and feasibility of the developed system, all participants underwent a single session of VR cognitive training. Response time decreased after the short-term VR experience in patients although it was not statistically significant. This result may suggest improved cognitive process without changes in motor speed after VR cognitive training, as no changes were noted in the finger tapping test. To evaluate the efficacy of the developed program, a further clinical trial should be designed including several training sessions and a conventional cognitive training control group. Second, motion sickness was not evaluated objectively in this study. In order to minimize motion sickness during the VR experience, the researchers observed the condition of participants carefully and continuously asked them about any inconvenience. Participants in this study did not complain of motion sickness. Nevertheless, cybersickness due to VR use must be considered, especially when fully immersive VR is being utilized in cognitively impaired patients [33]. An objective assessment that can measure motion sickness symptoms such as dizziness, nausea, and headache may be required in future studies. Last, the developed program was only used with those with mild cognitive impairment and mild dementia. This study population was chosen based on previous studies that have reported the effect of computerized cognitive training in people with cognitive impairment [3]. However, as the enriched VR environment may be beneficial for reminiscence, relaxation, and enjoyment for different stages of dementia, future studies are warranted in patients with moderate and severe dementia.

Conclusions
We developed a fully immersive VR cognitive training program with an enriched environment for patients with mild cognitive impairment and mild dementia. The feasibility and usability of the program were verified based on the positive satisfaction and willingness to use reported by physiatrists, OTs, and patients. Although we were not able to identify functional changes with the use of a single session, there may be an increase in attention following training. Additional clinical trials are needed to confirm the effects of this program on cognitive function, mood, and physical outcomes.
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Abstract

Health-related virtual reality (VR) applications for patient treatment, rehabilitation, and medical professional training are on the rise. However, there is little guidance on how to select and perform usability evaluations for VR health interventions compared to the supports that exist for other digital health technologies. The purpose of this viewpoint paper is to present an introductory summary of various usability testing approaches or methods that can be used for VR applications. Along with an overview of each, a list of resources is provided for readers to obtain additionally relevant information. Six categories of VR usability evaluations are described using a previously developed classification taxonomy specific to VR environments: (1) cognitive or task walkthrough, (2) graphical evaluation, (3) post hoc questionnaires or interviews, (4) physical performance evaluation, (5) user interface evaluation, and (6) heuristic evaluation. Given the growth of VR in health care, rigorous evaluation and usability testing is crucial in the development and implementation of novel VR interventions. The approaches outlined in this paper provide a starting point for conducting usability assessments for health-related VR applications; however, there is a need to also move beyond these to adopt those from the gaming industry, where assessments for both usability and user experience are routinely conducted.
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Introduction

In the last decade, there has been a tremendous increase in the use of virtual reality (VR) technology in a variety of global contexts, including entertainment (eg, gaming), education, marketing, and design. VR broadly describes digitally created simulations where a person can be immersed in a computer-generated reality and complete tasks or interact with a virtual environment. Equipment such as VR headsets that allow individuals to experience the sounds and sights of a virtual world are often utilized to create an immersive experience.

More recently, numerous applications of VR specific to the health context have been identified and used [1-7], as research involving VR for health-related applications is gaining interest. As of July 2020, over 1000 studies were registered on ClinicalTrials.gov—a registry of clinical trials in the United States—for assessing VR interventions, such as anxiety management, distraction during painful procedures, gait training, rehabilitation, phobias, and medical education [8]. VR has been shown to be able to act as a low-cost and effective analgesic for pain arising in cases such as invasive medical procedures or even cancer in pediatric patients [9-11]. Hospitals may be able to leverage VR to reduce preoperative anxiety in patients, as
well as a treatment method for those with generalized anxiety disorder [12]. A recent study by Donker et al showed that patients with acrophobia who received exposure therapy through a gamified, VR-enabled, self-help app had significant reductions in acrophobic symptoms [13]. Notably, in addition to the lack of need for a psychiatrist to be directly present during this intervention, the total cost per patient came to approximately US $24 through the use of Google Cardboard as the VR headset [13], exemplifying the ability of VR to increase treatment access while also significantly reducing costs. These examples only scratch the surface of the exciting potential of VR in health care.

To complement the significant amount of benefits that VR applications bring to health-related contexts, a focus on the usability of health information technologies needs to be maintained, particularly given the diverse needs and abilities of the user base (eg, patients, health professionals, family members, etc). By usability, we refer to how easily the technology can be utilized by an individual based on three cycles or steps [14]. Often, the effort invested into ensuring the usability of a technology or application goes unnoticed until the user interacts with a poorly designed system. A user’s proficiency with a technology may originate from a combination of their own self-exploratory learning as well as more formal, structured lessons and walkthroughs. Given the novel nature of VR in health care, the likely paucity of the latter places a greater emphasis on ensuring VR technologies are intuitive and easy to adopt for those who are new to the technology.

In the context of VR specifically, this includes both the use of the hardware (eg, headset) as well as the immersive software and VR experience as perceived by the user.

Purpose

The purpose of this viewpoint paper is to conduct the following: (1) highlight the need to conduct usability assessments for VR apps, (2) provide a primer on the potential usability assessment approaches that can be applied to VR in health-related contexts and their potential challenges, and (3) direct readers to several resources where additional information on the topic can be found.

The Need to Conduct Usability Assessments for VR Health-Related Applications

One of the challenges of VR for health-related applications is assessing and addressing issues related to usability. Health-related applications of VR may warrant an even greater focus on usability testing than nonhealth-related applications, given that the user base (ie, those typically with illnesses, chronic conditions, or disabilities) is diverse in terms of ages, abilities, and beyond, and may have special needs that need to be accounted for when utilizing the technology. In addition, one of the most common problems associated with VR is motion sickness, which is often related to the quality of the virtual space mapping to the replicated physical setting [15]. This can be a significant barrier to users looking to obtain health-related benefits from using VR. Yet, there are methods in which motion sickness may be evaluated and addressed before the technology is implemented. The integration of VR into treatment plans can also meet commonly seen elements of friction associated with new technologies, such as distrust during adoption, although in some situations these can dwindle following introductory exposure [16]. Other limitations of contemporary VR include the challenge of generating varied types of tactile sensations [17] and other types of multisensory integration [18].

Assessment approaches for analyzing and evaluating the usability of various VR technologies for health-related applications have generally been understudied and not well described in the research literature. We conducted a cursory search of several academic databases and found limited explanations of usability methods utilized in the development stage of VR applications and an even more limited body of literature on how to conduct usability assessments for VR used for health-related purposes. While reasons for this gap in knowledge are likely due to the nascent nature of the field, further work must be completed toward generating best practices related to VR usability to assist practitioners and researchers in the development and diffusion of these sorts of innovations. For instance, outside of the VR context, there is an extensive literature base identifying the need for technologies that are used for health-related applications to be user-friendly and have a high degree of ease of use, often incorporating in lessons from the human factors discipline [19-22]. Numerous papers, including one reporting on the System Usability Scale [23], have been published describing ways to assess usability for non-VR technologies, including electronic health records and mobile health apps [24-26]. Yet, there is limited guidance for those developing or researching health-related VR environments. Often, usability evaluation approaches used for other health information technology applications are difficult to implement within VR contexts. Thus, VR applications used in health contexts may not always undergo a thorough usability assessment. In the meantime, however, methods developed outside of the VR context will continue to be used until the scientific approaches for assessing VR usability further develop and until methods from the VR gaming industry become commonplace in health technology–related research.

VR Usability Assessment Methods

Overview

The following section describes VR usability assessment methods that have been employed in past research. It is important to note that these methods may be hybridized and blended together to suit the goals of each unique evaluation and are not mutually exclusive. The approaches are described using a previously developed classification of usability methods in virtual environments developed by Bowman and colleagues in 2000 [27] and updated by Martens in 2016 [28]. These approaches include (1) cognitive or task walkthrough, (2) graphical evaluation, (3) post hoc questionnaire or interview, (4) physical performance evaluation, (5) user interface (UI) evaluation, and (6) heuristic evaluation.

Table 1 summarizes key information related to each of the identified VR assessment approaches, including

Table 1. Assessments for VR Health-Related Applications
some considerations for assessment requirements excluding basic needs, such as an appropriate space to conduct a VR assessment and the VR hardware and software itself. It is recommended that some assessment methods should favor the involvement of specific user groups, such as external users (ie, a group of testers not involved in the development process). Some assessment method requirements also lend themselves to requiring representative users, meaning a sample of users who may reflect the appropriate end-user population. The following sections provide an explanation of each of the VR usability assessment approaches.

**Table 1. Overview of virtual reality (VR) usability assessment approaches.**

<table>
<thead>
<tr>
<th>Approach</th>
<th>Assessment requirements</th>
<th>VR aspects evaluated</th>
<th>Typical output of assessment</th>
<th>Results type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive or task walkthrough [14,29]</td>
<td>Representative external users, developed task or scenario, and recording and timing equipment</td>
<td>Environment navigation, object interaction, and user-system interaction</td>
<td>Task performance and user feedback</td>
<td>Discrete and descriptive</td>
</tr>
<tr>
<td>Graphical evaluation [30,31]</td>
<td>Multiple relevant graphical environments, recording equipment, questionnaires, and interview guides</td>
<td>Quality of graphics and image renderings</td>
<td>User feedback</td>
<td>Descriptive</td>
</tr>
<tr>
<td>Post hoc questionnaires and interviews [32]</td>
<td>External users, questionnaires or interview guides, and recording equipment</td>
<td>Nonspecific</td>
<td>User feedback</td>
<td>Descriptive</td>
</tr>
<tr>
<td>Physical performance evaluation [33]</td>
<td>External users, developed task or scenario, and recording and timing equipment</td>
<td>Physical immersion and VR performance</td>
<td>Task performance, system performance metrics, and user feedback</td>
<td>Discrete and descriptive</td>
</tr>
<tr>
<td>User interface evaluation [14,34,35]</td>
<td>Developed task or scenario, recording and timing equipment, questionnaires, and interview guides</td>
<td>Integration of VR environment and real-life tools and VR performance</td>
<td>User feedback and task performance</td>
<td>Discrete and descriptive</td>
</tr>
<tr>
<td>Heuristic evaluation [14,21,36]</td>
<td>Experienced users, developed task or scenario, questionnaires, interview guides, and recording equipment</td>
<td>Various</td>
<td>Refer to list in Heuristic Evaluation section</td>
<td>Descriptive</td>
</tr>
</tbody>
</table>

Italicized text indicates optional requirements depending on specific assessment approaches being used (eg, recording equipment is only required if incorporating think-aloud methods).

**Cognitive or Task Walkthrough**

The cognitive or task walkthrough is a formative assessment method that assesses the user, or hypothetical user, based on the completion of task-based VR scenarios, response to system changes, and the user’s exploration and navigation of the VR environment [14]. While other measures for task load performance exist, such as the NASA-TLX (Task Load Index) [37], this assessment is based on Norman's 1986 [38] model of interaction and assesses the user’s mental and physical actions in VR environments founded on the premise that users learn to use a technology through a process of self-exploration rather than didactic training or lessons [39]. Originally designed to assess simple UIs, such as automated teller machines and kiosks, this assessment method is increasingly used to assess VR usability as well [40].

One way to perform such an assessment is by employing the following three cycles or steps. The first cycle assesses a user’s actions when they are trying to achieve a goal [14]. An observer will document the overall path the user takes to complete a task or whether they behave in an intended way in the VR scenario. Challenges or issues in achieving the goal of each cycle are noted by the observer. Behaviors in this first cycle are largely dictated by the user having to make decisions and how the environment facilitates such decision pathways. For example, if the user’s goal is to pick up an object, but the object is missing, then the environment should allow the user to locate the object. Locating the object itself leads to the second cycle or step called “exploration and navigation in virtual environments” [14].

In the second cycle, the user explores and moves around the environment to identify a path toward an object of interest. The VR environment should allow for intuitive navigation, recognizing user movements and responsively adapting to changes in user location as the user explores to locate the object of interest [14]. The observer records any challenges or issues in achieving this goal.

In the third cycle, the user’s behaviors in response to a system initiative are assessed [14]. The purpose of this cycle or step is to examine how the VR system supports user activity when the user manipulates an object. The user and system are required to reciprocally recognize and interpret the feedback or actions of one another and respond appropriately [14]. For instance, if the user decides to throw a vase, the system should interpret this action and produce an appropriate response, such as depicting the vase flying and being shattered when contacting another object such as a wall. Correspondingly, the system may also take the initiative and act, meaning it is the user’s role to interpret and respond to this action [14]. For example, if a helium balloon (ie, the object) suddenly detaches from its base and starts floating away (ie, the system’s action or initiative), the user in this case may then choose to intervene and attempt to catch the balloon or allow the balloon to float away.

In summary, a cognitive or task walkthrough is a task-based assessment that assesses a user’s actions when they are trying
to achieve a goal (see Table 1) and incorporates further assessments of user navigation (ie, cycle two) and system response (ie, cycle three). For each of these cycles, users should be allowed to freely walk through the task or interaction without interruption by the observers. Since this approach is largely driven by scripts and dialogues within the VR environment, usability issues and the system’s ability to support user interaction is primarily assessed through descriptive, qualitative feedback (eg, user comments, think-aloud method, and observer observations) [14,28].

Graphical Evaluation
This assessment method focuses on the quality of graphics generated in the VR environment and how it influences the user's experience. This may include, but is not limited to, how different color combinations, shapes, textures, and renderings depicted will impact the user's interaction with the VR environment and system [30,41]. There are numerous ways to assess graphics, which can be attuned to hardware (eg, view, resolution, color contrast, update rate, etc); fidelity (eg, geometry and colors); camera placement, if applicable; the precision of the tracking system; stereoscopic image quality [42]; and beyond [43].

Many methods that vary in degrees of complexity exist for assessing graphics. In one common approach, users are exposed to different iterations of graphical environments to get a better understanding of its impact on user experience [30,41]. Depending on the purpose of the overall VR environment, the graphical object of interest may vary. For example, to examine a user’s behavior in a large city, the graphical evaluation may be more focused on image depth, complexity, and breadth of the city and its 3D renderings. If the focus is narrower, such as assessing how a user reacts to seeing smoking paraphernalia, then focusing on meticulous, realistic details for an object such as a cigarette will be of greater importance. To assess a user’s response to graphics in a VR environment, users may be asked to think aloud or be given a set of questionnaires to collect user feedback about the graphical output in the VR system (see Post Hoc Questionnaires and Interviews section) [30,41].

Post Hoc Questionnaires and Interviews
Post hoc questionnaires and interviews are often used to identify a user’s general overall experience in using VR. However, some of these questionnaires and interviews may be targeted toward specific usability concepts, such as graphics, the physical hardware, and motion sickness [37,44,45].

This assessment method is often performed following the conclusion of a user’s interaction with the VR system [28]. Since VR remains a relatively new technology, responses may be highly influenced by the individual’s comfort and experience with using VR. Thus, unless the usability evaluation is already tailored to a target or only includes a subset of users based on experience (eg, inexperienced VR users), demographic information about users’ opinions, views, and experiences with VR should also be collected to help better interpret user feedback [28]. Due to its versatility, this assessment can be viewed as a complement to many of the assessments covered in this article rather than a stand-alone method. Its overall purpose is to serve as a simple, straightforward way of collecting targeted feedback. In order to collect specific feedback pertaining to the specific evaluation tied to a post hoc questionnaire or interview, special care must be given to the semantics and framing of questions [28].

Often, post hoc questionnaires are also used during the VR prototyping stage by engaging end users as a form of iterative quality improvement, but often in conjunction with another evaluation method such as a cognitive or task walkthrough [28].

Physical Performance Evaluation
Physical performance in the context of VR is defined by the performance of the hardware and environment. The smoothness and quality of the virtual environment are evaluated not unlike how a website can be evaluated on its loading time. Performance metrics with this assessment method include lag time (ie, the time delay between the user’s intended action and the system’s response within VR) and synchronization (ie, whether the system accurately reflects the user’s intended actions). VR should be as convincingly realistic as possible to users, and the physical performance of a VR system is the key determinant of mental and physical immersion [33]. Immersion is defined as a state of being fully absorbed and/or deeply engaged within a simulated environment and is a key factor in determining the quality of VR [21]. This assessment method can facilitate user-centered design and can also yield information on the physical space required for users to fully explore the VR environment [33].

To gauge the VR system’s physical performance, data can be obtained through a combination of approaches, such as questionnaires, task performance scores, or by leveraging back-end data to examine factors such as retrieval and load times. Simple but physically demanding VR precision tasks are highly informative for this type of assessment. For example, a task involving manipulating small objects with virtual chopsticks will quickly reveal any performance issues related to the precision of translated movements. Such a task can be timed and scored, and the user can be asked to describe their satisfaction and feelings to identify physical performance issues [33]. As another example, tasks involving actions that require users to reach out around their body to interact with nearby objects can be used to highlight unaddressed issues with distance compression, a frequent phenomenon within VR environments where objects are perceived by the user to be closer than their actual position [46]. Following a given task, a user may achieve high task performance scores but still report heavy cognitive overload (ie, mental exhaustion) while using the system, for example, finding that performing the task in VR was significantly more difficult than performing the same task with real objects or tools. Such a situation would signal that some probing questions (eg, Was there a specific action of the task that was particularly difficult to perform?) or further back-end evaluations may be required to identify possible underlying physical performance–related issues [33].

User Interface Evaluation
The purpose of a UI evaluation is to help determine the usability of a VR system’s front-end UI [14,35,47]. This approach can
also help identify a UI design or solution that appropriately balances factors such as intuition and immersion against usability [34]. An optimized UI solution should provide the user with the best combination between immersion and usability, such that users feel immersed but unencumbered in accomplishing their tasks relative to outside a VR environment [14,34]. A feeling of immersion is especially pertinent when considering VR applications that notably outperform real-world counterparts, such as a simulated environment used to manage phobias or pain [8]. In these unique situations where the UI itself is deeply interrelated with the intervention (ie, phobia exposure tool), a comprehensive UI design evaluation may only be feasibly accomplished by a wider-scale clinical trial measuring treatment outcomes. Returning to more general VR applications, a UI evaluation allows for the identification of the type of UI solution that will provide the best immersion-to-efficiency ratio between a VR environment and real-life tools [31]. In a proof-of-concept case study by Kasurinen [34], users were instructed to complete one of five training scenarios with three varying levels of VR and real-life tools [34]:

1. **No VR**: participants move throughout an environment with keyboard and mouse controls; other activities are completed with real-life tools in a simulated workspace setting.
2. **Semi-VR**: participants move within a virtual environment with a VR headset; other activities are completed with real-life tools in a simulated workspace setting. The real-life workstation also displays the current state of the VR.
3. **Full VR**: participants move and complete their activities fully within a VR environment. Real-life tools are replaced with virtual equivalents (eg, virtual keyboard) and other real-life displays (eg, workstation screen) are virtually broadcasted to the VR headset.

**Textbox 1.** A set of 12 heuristic guidelines.

- Natural engagement
- Compatibility with the user’s task and domain
- Natural expression of action
- Close coordination of action and representation
- Realistic feedback
- Faithful viewpoints
- Navigation and orientation support
- Clear entry and exit points
- Consistent departures
- Support for learning
- Clear turn taking
- Sense of presence

For each iteration, data on user preferences can be collected alongside discrete data, such as task completion times and the number of errors [34]. Questions related to UI elements should also be asked throughout each iteration, as follows [14]:

1. Can the user form or remember the task goal?
2. Are the appropriate objects or parts of the environment viable?
3. Can the necessary objects be located?
4. Can the user execute movement and navigation actions?
5. Can the user recognize objects in the environment?

Each of these questions can help to reveal a specific area with potential for improvement within the UI. This method can aid in assessing both the appropriate amount of real-life integration and the quality of said integration so the VR intervention can best accomplish its intended purpose. If the integration between virtual and real-life tools is insufficient, it has been shown that this friction will cause users to prefer the No VR option, which may also be partially related to physical performance (see Physical Performance Evaluation section) [34].

**Heuristic Evaluation**

A heuristic evaluation is a UI approach that involves several topic experts or an expert evaluator, rather than soliciting direct user feedback. A VR usability expert will typically evaluate a UI’s design against an accepted set of usability principles or standards already published in the literature [48]. While there are several sets of accepted standards or heuristics, for traditional UIs little research exists on defining heuristics for VR environments. Nielsen’s [21] heuristics set is the most commonly referenced and utilized set of heuristics for UI design. Sutcliffe and Gault [48] further defined a set of 12 heuristic guidelines based on Nielsen’s set, as shown in Textbox 1.

**Expert results are then aggregated and used to identify priority areas of action [28].** Heuristic assessments also require a set of tasks for the experts to experience. The nature of these tasks and the VR environments themselves should also be subjectively considered when carrying out a heuristic assessment, given the lack of standardization between various types of VR equipment and software [28]. While not all heuristics may apply to a given VR application, such an evaluation has great potential to glean a rich, overall picture of the state of the application. For example, if the VR application is intended to be designed in a way that the user is automatically placed in an “inescapable” environment, then there is no relevance in assessing clear entry
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and exit points (ie, the eighth heuristic guideline, clear entry and exit points) [28]. Since heuristics are broad rules of thumb rather than specific guidelines, they should not be treated as binary checkboxes, but rather as individual continuums that can each be an area for improvement, although binary elements may exist within. To illustrate, perhaps the heuristic guideline of realistic feedback is of particular interest, which outlines that the VR application should help users effectively recognize and recover from errors [21]. The presence or absence of a feature such as, for example, tangible error messages would constitute a binary checkbox, but the palatability and effectiveness of said error messages would be of higher importance. Is the problem or error precisely and concisely indicated? Is a potential solution suggested? Is the language user friendly and free of codes or abbreviations, such as “A 50 (0x32) error has occurred”? Ultimately, considering and tracking multiple granular elements within each heuristic will aid greatly in obtaining actionable results to direct improvement.

**Resources Where Additional Information on the Topic Can Be Found**

Table 2 [14,21,23,29-34,36,37,39,40,42-45,49-54] provides a list of references specific to each of the approaches where readers can access additional information.

<table>
<thead>
<tr>
<th>Assessment approach</th>
<th>References and resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive or task walkthrough</td>
<td>[14,29,39,40,49,50]</td>
</tr>
<tr>
<td>Graphical evaluation</td>
<td>[30,31,42,43]</td>
</tr>
<tr>
<td>Post hoc questionnaires and interviews³</td>
<td>[23,32,37,44,45,51]</td>
</tr>
<tr>
<td>Physical performance evaluation</td>
<td>[33]</td>
</tr>
<tr>
<td>User interface evaluation</td>
<td>[14,34]</td>
</tr>
<tr>
<td>Heuristic evaluation</td>
<td>[14,21,36,52]</td>
</tr>
<tr>
<td>Other</td>
<td>[53,54]</td>
</tr>
</tbody>
</table>

³This represents a sample of many that can be employed, depending on what usability concept is to be measured.

**Other Considerations**

As previously noted, many of the approaches presented in this paper can be blended or hybridized together to suit the goals or needs of a given VR application evaluation. They are certainly not mutually exclusive. Some of the methods already incorporate a level of hybridization, most often with the inclusion of a post hoc questionnaire or interview. Given the lack of standardization across approaches, this warrants future research regarding the development of a comprehensive framework incorporating multiple methods of VR evaluation to provide, at a minimum, a strategic work plan for those looking to perform a baseline evaluation of any new VR application. This should include the incorporation of more up-to-date methods already used in the gaming industry. Those who employ usability methods for VR that have been developed for other kinds of health information technologies should be encouraged to share their experiences with the broader scientific community, placing an emphasis on the practical experiences of doing so. The current literature base lacks practical examples of how to best use these approaches, which could be of great use to those employing them.

When developing VR interventions and applications, particularly in the context of health, the comfort of the end user is paramount. Alongside the numerous benefits of VR technology, VR still carries the risk of imposing symptoms similar to motion sickness during use as a result of visual distortions and asynchronies, among other effects [45]. While these issues are peripherally related to performance issues and may be identified in user feedback, these data are inherently subjective and the effects are, thus, not easily quantifiable enough to measure improvements. Thus, the authors recommend that any VR assessment also explicitly consider the possible effect of motion sickness on its users by incorporating tools such as the Simulator Sickness Questionnaire (SSQ), originally developed to help measure motion sickness for pilots in flight simulators [45]. The results from the SSQ or another similar questionnaire may identify specific considerations for certain populations, age groups, diagnoses, and beyond. Additionally, the repeated occurrence of specific symptoms or combinations of such from the SSQ (eg, eyestrain, nausea, and vertigo) can provide additional direction in identifying the root issues within the VR software and hardware [45].

**Conclusions**

Health-related applications using VR are a rapidly advancing area of development. Like all emerging technologies in health care, there is a need to ensure the quality and safety of these novel tools [55]. For VR, validated usability and assessment approaches are an important step before its deployment in real-world clinical settings. The assessment methods described here give developers and researchers a high-level overview of important elements to consider regarding the usability of their VR implementations and to make iterative changes prior to clinical implementation. However, once these approaches are employed for VR, sharing practical experiences in doing so would be of tremendous value. This area of science is in its infancy and comprehensive knowledge translation would be critical to its growth.

Overall, this paper provides a description and discussion of six different contemporary VR usability assessment methods. As
an emerging area for research, the development of formative usability assessment methodologies for health-related VR applications is an important area for future development. Further, while the six approaches discussed in this paper have been discussed in isolation, further future hybridization of approaches to develop more robust and multidimensional interpretations of VR usability should be considered. For instance, like other usability evaluation approaches [21,56], a purposeful mixed methods approach may assist in generating more holistic and robust interpretations of a system’s usability. We see value in the triangulation of data related to user feedback and other task performance metrics in health-related VR applications. Due to the nascent nature of the domain, a pluralistic approach to usability evaluation should be considered in an effort to develop broader and more nuanced understandings of the state of the art in VR.
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**Abstract**

**Background:** Serious gaming has increasingly gained attention as a potential new component in clinical practice. Specifically, its use in the rehabilitation of motor dysfunctions has been intensively researched during the past three decades.

**Objective:** The aim of this scoping review was to evaluate the current role of serious games in upper extremity rehabilitation, and to identify common methods and practice as well as technology patterns. This objective was approached via the exploration of published research efforts over time.

**Methods:** The literature search, using the PubMed and Scopus databases, included articles published from 1999 to 2019. The eligibility criteria were (i) any form of game-based arm rehabilitation; (ii) published in a peer-reviewed journal or conference; (iii) introduce a game in an electronic format; (iv) published in English; and (v) not a review, meta-analysis, or conference abstract. The search strategy identified 169 relevant articles.

**Results:** The results indicated an increasing research trend in the domain of serious gaming deployment in upper extremity rehabilitation. Furthermore, differences regarding the number of publications and the game approach were noted between studies that used commercial devices in their rehabilitation systems and those that proposed a custom-made robotic arm, glove, or other devices for the connection and interaction with the game platform. A particularly relevant observation concerns the evaluation of the introduced systems. Although one-third of the studies evaluated their implementations with patients, in most cases, there is the need for a larger number of participants and better testing of the rehabilitation scheme efficiency over time. Most of the studies that included some form of assessment for the introduced rehabilitation game mentioned user experience as one of the factors considered for evaluation of the system. Besides user experience assessment, the most common evaluation method involving patients was the use of standard medical tests. Finally, a few studies attempted to extract game features to introduce quantitative measurements for the evaluation of patient improvement.

**Conclusions:** This paper presents an overview of a significant research topic and highlights the current state of the field. Despite extensive attempts for the development of gamified rehabilitation systems, there is no definite answer as to whether a serious game is a favorable means for upper extremity functionality improvement; however, this certainly constitutes a supplementary means for motivation. The development of a unified performance quantification framework and more extensive experiments could generate richer evidence and contribute toward this direction.
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Introduction

Serious Gaming in Upper Limb Motor Rehabilitation

Motor rehabilitation in various parts of the body such as the upper or lower limbs aims to help patients restore dysfunctions that affect their mobility. In this scoping review, we focus on motor disabilities related to the upper extremities. The motivation behind this review was first introduced within one of our group’s research projects related to upper limb rehabilitation, termed “Modern Interface Platform for Motor Control and Learning on People With Motor Disorders” [1-3]. Our purpose was to search the literature regarding upper limb rehabilitation using serious games to provide guidance for proceeding with creation of the project’s platform. With the term “serious games,” we refer to video games created with a purpose other than entertainment, such as education, health care, politics, and engineering. The aim of this study was to review all of the upper limb rehabilitation techniques related to serious games regardless of the cause of motor dysfunctions.

Therapists have developed several clinical methods to indicate motor ability, such as range of motion (ROM) or range of force. In addition, specialized evaluation tests such as Fugl-Meyer Motor Function Assessment (FMA), Action Research Arm Test (ARAT), and Melbourne Assessment of Unilateral Upper Limb Function (MAUULF) aim to estimate the improvement of a patient’s motion condition. The usual rehabilitation scheme consists of repeated motion exercises for a specific body part, with the aim of restoring ability as close to the normal condition as possible.

The idea to introduce gamification to the therapeutic protocol of upper limb rehabilitation was born as a means to motivate patients during the rehabilitation schemes but also represents a new method for monitoring the upper limb motion for further analysis. The first attempts of the introduction of gamification in upper limb rehabilitation appeared in 1999 by a team at Rutgers University [4], making use of a custom prototype robotic arm aiming to map the motion of the palm and wrist with force resistance. This concept was extended with development of a computer-based game that guides the patient to make various movements with the palm and fingers. The same system went through various modifications [5-7], and the latest version of the system was published a few years later [8-11], including significant alterations and improvements regarding the digital environment and the therapeutic approach. Among these early attempts, a study published in 2000 [12] presented a system that uses a robotic device in conjunction with the commercial game Arkanoid for wrist rehabilitation, and another study published in 2002 [13] described an equivalent approach using a resistive joystick.

These rapid technological developments led to more elaborate devices regarding motion capture, challenging researchers in this field to investigate this type of rehabilitation.

Significance of This Scoping Review

Over the last few decades, there has been an increasing amount of studies regarding the enhancement of rehabilitation with the introduction of new technologies. A systematic review on the implementation of serious games and wearable technology in rehabilitation practices for patients recovering from traumatic bone and soft tissue injuries was published by Meijer et al [14]. Another review attempted to depict the implementations of brain-computer interfaces in the rehabilitation of motor dysfunctions following stroke [15]. Nonetheless, these overviews do not include games specifically developed for rehabilitation or “wearable-controlled” games. Therefore, the primary aim of this scoping review was to summarize the field of upper extremity rehabilitation combined with serious games, providing a map of the research approaches used to date. The main research goals were to: (1) explore the technologies used for upper limb rehabilitation; (2) discover distinct methods, common characteristics, and objectives of these efforts; (3) identify challenges and limitations from these previous efforts; and (4) examine the types of analysis methods used to quantify the treatment outcome.

This effort will contribute to the detection of gaps or limitations in this area, and may lead to new research paths and ideas.

The rest of the paper is organized as follows. The Methods section depicts the procedure that was followed regarding the literature search, data management, and eligibility criteria of this review. The Results section presents the statistical results, including figures, after reviewing the included studies. Finally, the Discussion section comments on the results and delineates possible limitations of this study, along with highlighting the importance of this review for further development of this research area.

Methods

Design

In this scoping review, we followed the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analysis extension for Scoping Reviews) [16] guidelines for the literature search, study selection, and extracted information. We further referred to studies on scoping review methodology, including Arksey and O’Malley [17] and Peters et al [18].

Literature Search

This review included articles published from 1999 to June 2019. The PubMed and Scopus databases were used for the literature search. The keywords utilized in the literature search were: “rehabilitation,” “hand,” “upper limb,” “upper extremity,” “upper arm,” “game,” “serious gaming,” and “serious game,” which were investigated in titles and abstracts of articles published in the English language. The following search query was used: rehabilitation AND (hand OR upper limb OR upper-limb OR upper extremity OR upper-extremity OR upper arm OR upper-arm) AND (game OR serious gaming OR serious game). Subsequently, duplicated articles were removed, and the remaining studies were screened for eligibility.

Data Management

Two individual researchers (EK and IL) conducted the literature search and the removal of duplicates, and one author (IL) screened the titles and abstracts for eligibility under advisement by IC. The remaining studies were reviewed by EK, IL, and...
DF, guided by a set of inclusion and exclusion criteria to extract information from the selected articles. The extracted information followed a structure defined by IC, EK, and IL, as follows: (i) year of publication, (ii) purpose of the study, (iii) part of the upper limb for rehabilitation, (iv) sensors used, (v) disease that led to the patients’ condition, (vi) game type, (vii) game scenario, (viii) game target, (ix) clinic- or home-based application, (x) supervised or unsupervised, (xi) software used for creation of the rehabilitation game, (xii) hardware development, (xiii) system limitation, (xiv) use of a pilot study or not, (xv) number of patients in the pilot study, (xvi) evaluation methodology, and (xvii) features extracted from the game.

The literature search was conducted in July 2019 with the requirements described above, and a total of 682 studies were identified, including 151 from the PubMed database and 531 from the Scopus database. After removal of duplicates, 557 studies were screened with the criteria set, resulting in a total of 244 articles. In addition, 75 studies were excluded due to meeting one or more exclusion criteria, and 169 studies were finally included in the scoping review about upper limb rehabilitation based on serious gaming technology. The most common reasons for a study to be excluded were the absence of a serious game from the rehabilitation procedure and the development of a system that did not focus on upper extremity rehabilitation. **Figure 1** shows the flow diagram of the exclusion stages for this review.

**Figure 1.** PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analysis extension for Scoping Reviews) [16] flow diagram of the literature search and final included studies.

**Inclusion and Exclusion Criteria**

Inclusion criteria for eligibility of the selected articles were: (i) any form of game-based arm rehabilitation (interactive computer-based game, mobile/table app, or platform game software) and (ii) published in a peer-reviewed or conference journal. Exclusion criteria for this review were: (i) a nonserious game–based scheme of rehabilitation with a sensor (only using a sensor or robotic arm, without the accompanying serious game); (ii) a trial of a serious game rehabilitation scheme without any technical description of the game; (iii) medical article based on a health care professional’s perspective for arm rehabilitation without any technical description of a game; (iv)
not published in English; or (v) a review, meta-analysis, or conference abstract.

**Synthesis of Results**

Based on the extracted information, we created 11 factors of categorization for the data. The extracted information is presented in the Data Management subsection above. The factors were determined based on the combination of the extracted information. All analysis factors were categorical, except for device development, which was a Boolean factor. In some cases, studies could belong to more than one category (eg, some studies mentioned analyses on both the wrist and fingers as targeted upper extremity parts, while others included both the score and time for the game target). Descriptive statistics were used for these factors to present an aggregated view of the studies and percentages.

The results extracted from the included studies are presented according to the following structure: (i) statistics depicted in charts, (ii) descriptive statistics that provide information regarding the tendencies of research efforts, and (iii) conclusions extracted not only from the statistics but also from the general picture formed from the analysis of all included studies.

**Results**

**Overview of Extracted Studies and Factors**

Based on our literature search, the first study was published in 1999; however, only a few relevant papers were published in this field up to 2006. In 2007, researchers showed greater interest in upper extremity rehabilitation using new technologies based on serious games, and the number of publications has continued to rise up to the present day. Figure 2 summarizes the studies published on upper limb rehabilitation using serious games over the years. Notably, we only included studies published until June 2019, which means that the line graph in Figure 2 presents only half of the year for 2019. Table 1 summarizes the main factors that were used to draw conclusions and that were further analyzed.

![Figure 2. Distribution of the publications over time. The “Commercial Sensors” category refers to studies using commercial sensors or any combination of commercial devices for the rehabilitation scenario, and the “Hardware Development” category refers to studies that created any type of robotic arm, glove, or other device for the connection with the game platform.](http://games.jmir.org/2020/4/e19071/)

Koutsiana et al
### Table 1. Factors analyzed in the review.

<table>
<thead>
<tr>
<th>Extracted information</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Medical condition</strong></td>
<td>Underlying categories for the upper limb motion problems: stroke, general motion deficits, cerebral palsy, hemiparesis, neurological motor deficits, Parkinson disease, burn contractures, brain impairment, general cognitive deficits, shoulder injury, and wrist injury.</td>
</tr>
<tr>
<td><strong>Upper extremity part</strong></td>
<td>The upper extremity part targeted for rehabilitation: upper extremity/limb, fingers, palm, wrist, forearm, shoulder, and hand muscles.</td>
</tr>
<tr>
<td><strong>Device development</strong></td>
<td>The differentiation between hardware development and commercial sensors. The “commercial sensors” category includes studies that used commercial sensors/devices or any combination of commercial devices for the rehabilitation scenario, whereas the “hardware development” category includes studies that created any type of robotic arm, glove, or other device for the connection with the game platform.</td>
</tr>
<tr>
<td><strong>Game type</strong></td>
<td>The type of serious game developed: virtual reality, augmented reality, video game, electronic board game, and mobile health apps.</td>
</tr>
<tr>
<td><strong>Game target</strong></td>
<td>The game scenario. Task completion (specific scenarios regarding the case, such as follow the line, daily activities, create shapes, collect a number of items), time (complete the level of the game in time intervals), score (increase the level score), force (studied the patient’s force in controlling the sensor).</td>
</tr>
<tr>
<td><strong>Sensors</strong></td>
<td>The preferred device for the upper extremity exercise in conjunction with the game.</td>
</tr>
<tr>
<td><strong>Hardware use limitations</strong></td>
<td>Limitations regarding the hardware used in the included studies.</td>
</tr>
<tr>
<td><strong>Supervision level</strong></td>
<td>The rehabilitation scheme takes place at home or in a clinic while the patient is supervised by an expert or not.</td>
</tr>
<tr>
<td><strong>System testing with users: pilots and trials</strong></td>
<td>The testing part of the proposed scenario. Some studies conducted a trial or a pilot trial for testing the rehabilitation system, while others did not. In the latter studies, the trials were conducted with patients, control subjects, or both.</td>
</tr>
<tr>
<td><strong>System evaluation</strong></td>
<td>In cases in which the proposed system was tested, there were several means of evaluation: questionnaires, interviews, clinical tests, and scores before and after the rehabilitation scheme.</td>
</tr>
<tr>
<td><strong>Extracted game features</strong></td>
<td>The extracted characteristics, using the game, for further analysis: time, game performance, kinematic indicators, range of motion.</td>
</tr>
</tbody>
</table>

### Medical Condition
To specify the medical condition, the categories were created based on the references used by the authors of the included papers regarding the medical condition that caused the motor dysfunction. For example, stroke and cerebral palsy are subcategories of hemiparesis or neurological motor deficits. However, some studies mentioned only hemiparesis or neurological motor deficits as a cause of motor dysfunction without any further explanation, while others specified that stroke was the cause of motor disability. Owing to this heterogeneity, we created the categories based on the references for the studied medical conditions. According to our literature search, stroke was the most common reason for upper extremity motor dysfunction and the need for rehabilitation using technology. More than half (56.8%, 96/169) of the studies introduced a system for upper limb rehabilitation after stroke, followed by general motion deficits (29.6%, 50/169 studies). Additional categories with lower frequency in the retrieved literature were cerebral palsy, hemiparesis, and neurological motor deficits. Furthermore, one study was related to Parkinson disease [19], one study was related to burn contractures [20], two studies addressed patients with brain impairment [21,22], three focused on general cognitive deficits [23-25], and other conditions were identified as shoulder [26] or wrist [12,27] injuries.

### Upper Extremity Part
Most of the included studies (48.5%, 83/169) referred to rehabilitation of the upper extremity/limb in general, whereas others (40.2%, 68/169) focused on a specific part such as the fingers, palm, wrist, elbow, forearm, and shoulder.

### Device Development
The results of our search indicated that researchers in this field are showing more interest in commercial sensors that continue to evolve. Less interest is placed on the development of new devices designed for motion of a specific upper extremity part. This may be due to the more costly and time-consuming development of such specific devices. Studies on hardware development accounted for 37.3% (63/169) of the total studies, whereas there was double the number of studies related commercial sensors, representing 62.7% (106/169 studies) of the total. Despite the fewer attempts to address hardware...
development, there seems to be continuous interest in this research area. However, it is evident that there are more fluctuations of publications over time in the case of hardware development due to the difficulty of the task (ie, the time and knowledge required to create a device), whereas commercial sensor–related studies showed a consistent increasing trend over time (Figure 2).

Between the two device development categories, the results regarding representation of the studied medical condition and upper extremity part factors did not vary in general. Stroke and upper extremity/limb accounted for more than half of all studies related to commercial sensors (56.6%, 60/106 and 48.1%, 51/106 studies, respectively) and hardware development (57%, 36/63 and 51%, 32/63, respectively). Nevertheless, these two categories have several differences concerning the game type and game target approaches, as described below.

**Game Type**

Game types were classified into different categories of virtual reality (VR), augmented reality (AR), video game, electronic board game, and mobile health (mHealth) apps. The included studies generally used the term “VR” to refer to games simulating the real world in 3D virtual environments generated by computer graphics (not necessarily using VR headsets), whereas the term “AR” is generally used to refer to two types of games: (1) games showing a real environment, but some objects are enhanced by computer-generated perceptual information; and (2) games representing a virtual world, including the real upper limb of the user (eg, using cameras). Furthermore, “video games” refer to the creation of 2D games, whereas “electronic board games” refer to an interactive table or board. Finally, the “mHealth apps” category includes studies that describe the games as VR or AR, which are health apps using mobile or tablet games.

Based on these definitions, the majority of studies included in the review (74.6%, 126/169) approached the rehabilitation problem by developing VR games. This game type offers an alternative reality to the patient, transforming a repetitive exercise of a rehabilitation routine into an amusing and appealing game to spend their time.

The next most common game type was video games (15.4%, 26/169), along with some efforts to develop AR systems (10.1%, 17/169). With respect to AR, most of these studies used cameras and markers on the hand to recreate objects on the screen [28-39], although some recent studies used advanced technologies to create a 3D reality [23,40,41].

Comparing the two categories of device development regarding game type, the ratio of VR and video games was proportionally equal (Figure 3). Surprisingly, AR games exhibited essential differences in the two categories, with 7% (14/17) of the AR studies belonging to the category of commercial sensors and only 2%(3/17) belonging to the category of hardware development. In cases of AR, as mentioned above, most researchers used cameras and markers on the hand to capture the movement and incorporate it in the game (ie, combined commercial devices), which explains the higher percentage of studies in the commercial sensors category.

**Figure 3.** Comparison between the two device development categories regarding the game type. The ratio of virtual reality (VR), augmented reality (AR), video games, and electronic board games between the commercial sensors and hardware development categories is shown.

---

### Game Type Categories

- **Virtual Reality (VR)**: Simulates the real world in 3D virtual environments generated by computer graphics.
- **Augmented Reality (AR)**: Shows a real environment, but some objects are enhanced by computer-generated perceptual information. Can use cameras and markers on the hand.
- **Video Games**: Refer to the creation of 2D games.
- **Electronic Board Games**: An interactive table or board.
- **Mobile Health (mHealth) Apps**: Refers to health apps using mobile or tablet games.
Over the years, technological development has led to increased incorporation of smartphones and tablets in our daily routines. Naturally, researchers have begun testing this new technology in many fields, including upper limb rehabilitation based on serious games by creating mHealth apps. Seven studies [35,40,42-46] created mobile games, and five studies [47-51] developed tablet games in an attempt to study a portable and easy-to-use-anywhere system for patients to perform their exercises. However, the touchscreen is the main component representing the evolution of body games. Two surveys [52,53] studied the use of electronic board games during supervised clinic sessions.

### Game Target

The game target classification is summarized in Table 1. The highest percentage in this category was based on the target task completion (62.1%, 105/169 studies) and score (41.1%, 70/169 studies), with both designs focused on training to improve patients’ ability. The approaches for the game scenario did not substantially differ between the two device development categories. Most games adopted scenarios similar to the corresponding therapy process and imitated movements from daily activities such as lifting a cup. Thus, the scenario varied depending on the part of the upper extremity that was targeted. Nevertheless, it is evident that in the case of attempts that belong to hardware development, the purpose is focused on more specific (fine) movements (ie, accuracy of the movement achieved in object placement), with noticeable interest in the force that the user exerts [13,47,54-61]. Moreover, another class of game type is the time (ie, completion time of the tasks). Overall, 16.6% (28/169) of the studies aimed at achieving time reduction of the specific task, thereby motivating the user to compete with themselves.

### Sensors

#### Commercial Sensors

A variety of commercial or noncommercial devices have been proposed for rehabilitation of the upper extremities combined with serious gaming based on the researchers’ ideas and accessible technologies at the time of publication. The most commonly used commercial sensor is the Kinect depth sensor, an accessory developed for the gaming platform Xbox. Kinect seems to be the most preferred sensor for capturing body parts and following their movement in space, which was used by 15.4% (26/169) of the studies included in the review. Some of the studies used only the Kinect sensor for their systems [26,62-73], whereas others combined it with bio signal capturing devices such as electromyogram (EMG) [24,41,74,75] or a sensing jacket [52] to gain better control of the user’s movement for the final goal (ie, rehabilitation). In addition, some studies have used Kinect combined with gaming devices such as VR headsets [76] and a Wii balance board [77] or other devices such as goniometers [78-80], Tyromotion Timo plate [77], Xsen 3D sensor [81], body markers [82], and a customized haptic glove [83]. Furthermore, two studies focused on a different brand of depth sensor for their research, termed PrimeSense [84,85].

With respect to commercial gaming accessories, a few studies focused on individual sensors such as VR headsets [86-88], Wii remotes [89-95], or the P5 glove [96,97] in an attempt to incorporate the existing devices to rehabilitation practices. Another commercial sensor that has attracted researchers’ interest is Leap Motion, a hand-tracking sensor, which is most commonly used alone [19,25,40,43,98-103]. One study also combined the Leap Motion sensor and a VR headset [104] in an attempt to create a VR environment for the user as a reinforcement of after-stroke rehabilitation methods. Another study [105] combined the Leap Motion sensor with a thermographic camera and a radiofrequency identification system for body part identification.

Additionally, some studies have attempted to create their own tracking system using commercial sensors. In some cases [57,58,78-80,106-110], sets of inertial measurement units (IMUs) were used as basic tracking sensors to measure the body’s force, orientation, and angular rate. The sensors were placed on different parts of the upper limb or body to track the coordinates of the arm and, consequently, the arm movement. Some studies combined IMUs with Kinect to better determine the placement and movement of the body in space.

Overall, 17.8% (30/169) of the studies included webcams and cameras in their systems. Half of them [8,29-31,33,34,37,55,90,94,111-115] used only webcams in an attempt to create a home-based and easy-to-use patient system. The other half used either simple cameras [36] or cameras combined with a marker (ie, glove, card) to track the movement [21,39,116], gaming accessories such as PlayStation controllers [117] and Nintendo Wii remote [89], or a customized exoskeleton glove [118] and an eye tracker [38]. One study also included a motion-capture thermal camera [119] for motion detection in an attempt to avoid holding or wearing any controls or devices, which may be challenging and restrictive for the patient.

Besides interest in developing robotic devices identified in the hardware development category, some research teams have also focused on robotic devices that are already available on the market. Several studies used haptic devices such as Phantom Omni [22,120-122], Novint Falcon [77,122,123], Haptic Master [59,124-127], and Geomagic Touch [128], whereas others used robotic gloves such as CyberGrasp [124,126,129] and 5DT Data Glove [130,131] or robotic arms such as Barrett Wam [132] and Armeo Spring [20,108,133].

In addition, some studies attempted to either control or monitor patients’ movements using medical devices such as EMG [30-32,34,41,44,87,112,134-142]. With EMG, it is possible to monitor how the muscles respond to nerve signals. In this way, physicians could observe the patient’s upper extremity motion to prevent risky movements or to be sure that the patient is controlling the arm in the right direction based on his/her rehabilitation scheme. Moreover, some researchers have investigated the use of standard medical devices in serious gaming rehabilitation systems, including encephalogram [142-144] to monitor brain activity and ultrasound to estimate finger force [145]. A summary of the devices and their different combinations used to date is presented in Figure 4.
**Hardware Development**

Several different ideas of hardware development have been put forward in the developed devices. There are simple approaches that included objects such as a cup [54], combinations of objects and sensors such as a cup with IMU sensors [57], custom-made devices representing daily movements for elderly patients [146], a mousepad integrated with a CD motor [147], a foam ball and a modified pencil [148], and an inflatable rubber ball with an air pressure-sensing device [149]. Additionally, there are more complicated and time-consuming approaches identified in this category, including developments of exoskeleton robotic devices that focus on specific parts of the hand. These are studies in which robotic gloves were developed to control the fingers [35,42,61,79,150-156], and in which robotic arms were created to cover the surface from the shoulder to the wrist [4-11,48,49,110,139,157-161]. Additionally, many research teams have focused on the development of a handle to obtain control of the arm force and movement [12,56,135,162-173] or similar robotics [174-177]. A summary of these devices is shown in Figure 4.

**Hardware Use Limitations**

Despite the use of advanced technology, many studies that used commercial sensor devices mentioned limitations regarding the used hardware. For example, various studies [41,62,65,69,80,82] mentioned the possibility of Kinect’s dysfunctionality in detecting movements or parts of the body. Moreover, several studies mentioned poor body part detection using different commercial sensors, such as poor hand detection from the Leap Motion device [103], poor detection with use of a camera [28], and poor detection in the combined use of the Leap Motion sensor with Oculus Rift VR goggles [104].

Limitations were also mentioned with respect to the hardware development category, including the need for enhanced calibration or upgraded components for better monitoring of accurate data. One study reported the need to improve a control strategy [139], while others mentioned general hardware issues [61,109,134,156,166]. In addition, some studies referred to the need for adjustments regarding the range of motion of the users [49,160] or the size of the hand [5]. Finally, one study pointed out difficulties in the use of the hardware system due to the poor design (ie, it was difficult for the user to put on the robotic glove and thus use it) [140].

**Supervision Level**

In general, the supervision level involved with each system was not always evident. Approximately half of the articles did not mention the home or clinical use of their systems, while some mentioned various supervision levels. It is worth noting that only 42.6% (72/169) of the included studies mentioned any supervision level for their proposed system; 3% (5/18) of the unsupervised cases belonged to the hardware development category.
category and 8%(13/18) belonged to the commercial sensors category.

**System Testing With Users: Pilots and Trials**

All of the included studies described a system that has been developed by the corresponding research team. Some of them included small pilot or limited-range trials, while others were complemented by subsequent studies reporting the results of pilot surveys. It is notable that the most frequent limitation in cases with no pilot study was the absence of clinical trials and the deficient testing of the system. Overall, 33.7%(57/169) of the studies tested their system with healthy subjects and therapists, whereas 27.1%(46/169) did not test the system at all. Although the remaining one-third of the research teams conducted clinical trials with patients, the majority of them included a very small number of patients, and also included healthy subjects in some cases to enlarge the sample. Among the 169 papers included in this scoping review, there were 2291 participants in the pilot and clinical trials. However, from the total number of participants, 689 were patients and 1602 were healthy volunteers, clinicians, therapists, and researchers.

**System Evaluation**

The system evaluation methods could not be easily categorized. This is because the research teams chose vastly different approaches for evaluation of their proposed system based on the target of the study and the available means at the time of publication. In 11.8%(20/169) of the included studies, no means of evaluation were mentioned regarding the introduced system, whereas 23.7%(40/169) of the studies seemed to focus only on users’ or therapists’ feedback about user experience via questionnaires and interviews. In these attempts, therapists and clinicians were given the opportunity to try the system with respect to the rehabilitation goals, the game’s environment, and devices’ safe use before being tested by patients.

Furthermore, 29.6%(50/169) of the studies used metrics regarding functional recovery via standard tests such as FMA, ARAT, and MAUULF; scores such as ROM for the elbow and forearm; and the Jamar strength test for strength of the hands. By using standard tests and scores as evaluation methods, researchers can measure the progress of a patient regarding motion dysfunction before and after the rehabilitation scheme. In addition, several studies tried to extract game features to introduce quantitative measurements for evaluation of patient improvement. Among these studies, 65%(49/75) did not analyze the evaluation methods, referring to them more generally as “data analysis” and providing descriptive statistics or as “monitoring data” in which the sessions were recorded using several sensors. In the next section, we discuss an extended analysis regarding the extracted game features of the studies.

**Extracted Game Features**

Quantitative measurements of the treatment outcome are critical for clinical rehabilitation practice, which constitute an objective method for evaluating the patient’s medical progress. With these measurements, physicians can closely monitor the therapy process and adjust the treatment protocol individually. Among the studies included in this review, only a few described an assessment process of the patient’s recovery status based on extracted features.

Some of these studies [21,65,98,124,126,128,137,147,155,164] used the time category game target, which was used to define metrics. These metrics were mainly classified into categories of hand movements or the duration, task, session completion of gestures, and reaction time.

Game performance was another consistent feature among the studies. In some cases, performance was associated with the score, and in other cases it was associated with task completion of the game target. Several studies [21,73,98,101,126,155] collated the score of the extracted features with standard clinical metrics (eg, box-and-block test and FMA) and suggested a strong correlation between them. By contrast, one study [98] reported that game achievements (the score regarding the number of coins collected) are not always an objective indicator of a patient’s therapy progress. In addition, the task completion extracted features for a group of studies is the result of a patient’s performance compared with a gold-standard method, which is usually an ideal movement trajectory (perhaps executed from a healthy subject) that the patient should follow, or an arithmetic measurement calculated after quantification of a specific hand movement [128,132,164,174]. Deviations from the gold standard are calculated and constitute the extracted features. For example, Lioulemes et al [132] first classified hand trajectories from patients with a support vector machine classifier and a hidden Markov model, and then calculated their deviations from the optimal trajectory as errors in space and time. For the second part of their analysis, they used dynamic time warping, which is a method for aligning optimally time-dependent sequences.

It is worth noting that several studies monitored other kinematic indicators of the patient’s health condition that are not included in the game target classes for describing the patient’s overall improvement [21,68,124,126,128,135,137,164]. Specifically, five studies [68,124,128,137,164] referred to the smoothness of the hand movement, or hand steadiness (jerk), during therapy sessions as the main feature. This jerk behavior is mainly described as abrupt changes in the direction of the hand’s motion, and the way it is calculated may slightly differ from one study to another regarding the mathematical procedure employed. Furthermore, two studies [43,68] mentioned the use of hand trajectory curvature as a feature for kinematic analysis. In one study, the curvature of the hand trajectory was calculated as its deviation from an ideal straight line [178], whereas the second study computed the logarithm of the median of path curvature [179] to quantify “motion irregularity.” Both studies included trajectory curvature in their criteria for measuring the arm’s coordination. In addition, three studies [5,124,126] focused on fractionation as a game feature. Specifically, fractionation describes the ability to isolate the movement of the fingers and volitionally activate the motor units of the hand. Finally, two studies [136,137] focused on the muscle activation and caption of functional movement.

ROM and data regarding the angles of the hand during its motion constitute another significant group of features that have been commonly used by researchers and health professionals to
quantify therapy progress. Several studies [12,20,69,81,98,103,152] referred to the calculation of these kinds of features. Four studies [20,69,98,152] reported that they monitored ROM data (minimum, maximum, and average) for each single joint or exercise movement, and only one study [12] calculated ROM as a summative score of multiple movements or the difference. This extracted feature comprises a valuable tool, as it can be compared across sessions, subjects, or between the impaired and nonimpaired limb of each subject. According to one research team [98], plots of features regarding ROM facilitate the detection of distraction or movement pain during a patient’s therapy session, thus resulting in a more effective performance diagnosis. Table 2 presents a summary of the extracted game features.

<table>
<thead>
<tr>
<th>Categories, Features</th>
<th>Number of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time</strong></td>
<td></td>
</tr>
<tr>
<td>Time-related</td>
<td>10</td>
</tr>
<tr>
<td><strong>Game performance</strong></td>
<td></td>
</tr>
<tr>
<td>Score/task completion</td>
<td>6</td>
</tr>
<tr>
<td>Golden standard comparison</td>
<td>4</td>
</tr>
<tr>
<td><strong>Kinematic indicators</strong></td>
<td></td>
</tr>
<tr>
<td>Hand jerk</td>
<td>5</td>
</tr>
<tr>
<td>Trajectory curvature</td>
<td>2</td>
</tr>
<tr>
<td>Fractionation</td>
<td>2</td>
</tr>
<tr>
<td>Muscle activation</td>
<td>1</td>
</tr>
<tr>
<td><strong>Range of motion</strong></td>
<td></td>
</tr>
<tr>
<td>Range of motion</td>
<td>7</td>
</tr>
</tbody>
</table>

It should be noted that this scoping review does not report every metric for each study, as our purpose was not to elaborate on how each study implemented the assessment of the patient’s improvement but rather to outline and categorize the features extracted from the motion analysis process, excluding metrics of patients’ engagement and motivation. Furthermore, in this attempt of feature extraction categorization, no distinction was made between studies that evaluated these features with a group of patients and those that conducted trials with healthy subjects.

**Discussion**

**Principal Findings**

With this scoping review, we aimed to explore the trends associated with deploying technologies for functional rehabilitation of the upper extremities. The results indicate that there has been increasing interest in these applications over time. The rapid evolution of technology contributes to new approaches concerning clinical practice and personalization of therapies. There is currently a wide range of sensors available for capturing motion (eg, Kinect, Leap Motion, IMUs) along with attempts to translate these technologies into an environment projected on computer screens, in VR headsets, or in AR image processing. The capabilities of various sensors related to motion, in conjunction with serious gaming, are used by research teams to develop contemporary systems for both doctors and patients.

One of the main advantages of this study is the overview of the current state of the field of upper extremity rehabilitation using serious games. As part of our research interest, we tried to investigate this topic to better understand the various approaches used to date. Based on this summary, we present a set of characteristics that depict a common direction and provide a complete picture of the sensors and technologies utilized to achieve the therapy purpose in terms of standard clinical practice.

The results indicate increasing research interest in the domain of serious gaming deployment in upper extremity rehabilitation. Based on the descriptive analysis, we can examine different aspects of this field of research. In particular, stroke seems to be a common medical condition for many research teams to trigger a study about upper limb mobility. This is understandable considering that stroke is the third leading cause of disability worldwide [180].

With respect to the factor upper extremity part, we found only one study published in 2016 by Hung et al [134] that presented a home-based rehabilitation system focused on the hand muscle. In addition, 26 of 36 studies that included the fingers as the hand part of focus used commercial sensors for their proposed rehabilitation system.

While reviewing the surveys included in our literature search, it is a safe assumption that computer graphic development in the last few decades has led to generalization of the term “VR.” In 1992, Coates [181] defined VR as follows: “electronic simulations of environments experienced via head-mounted eye goggles and wired clothing, enabling the end-user to interact in realistic three-dimensional situations.” Most of the studies included in this scoping review referred to their systems as “VR systems,” but did not consider the original definition quoted above. These studies instead addressed a more generalized notion of VR that includes all systems that can simulate the real world (via 3D virtual environments generated by computer...
graphics) and use sensors—but not necessarily VR headsets—for their interaction framework with the users. Besides VR systems, we found three studies that referred to their game type as “mixed reality” [42,62,89], which is a tabletop AR platform mixing VR, AR, and electronic board games for the proposed game.

With respect to the game target, every choice of game scenario was related to different aspects of rehabilitation schema. The game scenario combines the targeted upper extremity part, the moves that the patient needs to repeat for training, and the researcher’s goal for an outcome that entertains and motivates the user. Increases in task completion and score are the most common scenarios differing in the content of the task based on the rehabilitation scheme.

Additionally, there is a broad selection of sensors and their combinations, as presented in Figure 4, that can be used for the creation of various rehabilitation systems. The most commonly combined sensors are Kinect, Leap Motion, and a camera, which seemed to be the most preferred devices over time, as described in further detail below. Technological development has provided researchers with more and more tools for testing their ideas, leading to new efficient implementations. Besides these new sensors, during the past decade, smartphones and tablets have entered our daily lives, and have rapidly become an integral part of life. Since 2011, researchers have been testing their capabilities in conjunction with upper extremity rehabilitation. It is worth noting that the wrist and fingers were the most commonly targeted upper extremity parts for rehabilitation using mobile or tablet app–based games, mainly because of the touchscreens.

In this study, we classified the used devices according to the commercial sensors and hardware development categories. Comparing the two device development categories, both showed differences in the proposed implementations. The larger number of publications related to the commercial sensors compared to the hardware development category implies greater interest in growing an idea of a game based on an advertised device. This higher interest may occur because it is more time-consuming or expensive to develop a new device than to explore the applications of already existing brands. Nevertheless, in the commercial sensors category, some studies reported poor hand part detection during sensor use, as elaborated upon in the Hardware Use Limitations subsection, deploying problems in practice. In addition, in the hardware development category, researchers have used the opportunity to develop a device based on the targeted hand part; however, depending on the case, a customized device could raise problems such as difficulties in use and adjustments for every hand size. Furthermore, many of the rehabilitation schemes included in the commercial sensors category targeted a home-based system using portable devices. However, for the hardware development category, the fragile and limited customized devices require supervised use, which poses a challenge for home-based trials.

Figure 5 presents a timeline of the devices reported in the literature over the past three decades. All of the categories presented in this figure include devices that may belong either to the hardware development or commercial sensors category. The aim of this figure is to present the use of every individual sensor in the research on upper limb rehabilitation over time. Since 1999, researchers have extensively studied glove sensors and robotics, a category including arms and handles. In addition, it is evident that since the first release of Kinect in 2010, there has been continuous interest in its use in upper extremity rehabilitation over the years. It is worth noting that until the release of Kinect, several studies were using the Wii remote, with the majority published in 2011, whereas after this point, there were only a few such attempts reported in 2013 and 2016. By contrast, Kinect gained increasing interest from 2011 to 2019. The Leap Motion sensor was first released in 2010, but the first attempts to use it in upper limb rehabilitation were only reported 4 years later in 2014, and the highest number of papers published in this field appeared 3 years later in 2017. Moreover, an inverse relation was observed between studies published on the Kinect sensor and the use of cameras over the years. Finally, the category biosignals includes biosensors such as EMG and electroencephalogram. Since 2011, these sensors have been consistently used in many studies (Figure 5).
Based on our results, one-third of the introduced systems conducted clinical trials with patients to test their implementation. Although one-third of the included studies constitutes a sufficient number of attempts, in most of these cases, there is a need for a higher number of subjects and better testing of the rehabilitation scheme efficiency over time.

Concerning the evaluation of the proposed systems, many studies did not include any reference about the evaluation process of the patient’s health or have not provided sufficient evidence about the assessment of the system. This is probably because most of this research was conducted at an early stage of development, prior to any related clinical trials, or because the researchers only aimed to introduce an idea about a rehabilitation system, mentioning their observations related to technical aspects as a secondary aim. Nevertheless, system evaluation of the tested rehabilitation schemes has typically been conducted using questionnaires or interviews, individually or in combination, about the game and the experience in general, medical standard tests examining improvement of the motion, and extracted game features about motion analysis or game performance. Notably, 68.7% (101/147) of the studies that included some form of assessment for the introduced rehabilitation game mentioned, among others, user experience as a factor for the system’s estimation. In addition to user experience assessment, the most common system evaluation method involving patients was the use of standard clinical tests. Efforts for the creation of quantitative measurements of game-based treatment constitutes an attempt to provide evidence about the efficiency of the rehabilitation scheme and to personalize clinical practice.

Game features such as visual feedback of user actions and reward mechanisms via score/points or goal achievement were present in all rehabilitation gamification attempts. These features, which are an essential part of one of the biggest industries of the present day (ie, the game industry), are known to induce user engagement and are a core part of the rationale behind the gamification of health treatment protocols. In this regard, an increase in patients’ interest as a motive for investing in gamified approaches was taken for granted in most cases, although some studies also provided results from questionnaires that confirmed the above assumption.

Limitations

The broadness of the field of upper limb rehabilitation using serious games constitutes a limitation leading to many potentially included studies for this review. There was a significant number of studies, each suggesting different ways to approach the rehabilitation scheme but with poor sources or minimum attempts. Many conference papers have been published over the years introducing thoughts and preliminary results, but with no further analysis and implementation of their idea for rehabilitation. Although our exclusion criteria limited the range of the existing literature to some extent, this review includes several uncompleted attempts. Moreover, since we used specific keywords such as “upper-extremity,” “rehabilitation,” and “serious game” in different combinations, in an attempt to focus on the area of interest, we concede that some surveys in the field may have been excluded. Nevertheless, we are confident that the remaining studies that met all of the inclusion criteria can reflect the state of the field of upper extremity rehabilitation employing serious games, thereby assuring the reliability of our conclusions.

In addition, a limitation of this study is the lack of categorization based on gross motor vs fine motor or testing usability vs testing effectiveness. The many differently structured papers in combination with the heterogeneity in the provided information made such categorization very complicated and led us to the decision not to include these categories. It may be worth analyzing these categories separately to obtain an overview of this field in a different study.

Finally, due to the rapid technological progress, we consider another limitation to be the fact that this review includes studies only published up to June 2019.
Conclusion
Upper extremity motor dysfunction is a common problem that requires rehabilitation. Researchers studying the engagement of patients to the rehabilitation schemes have established several ways to develop more amusing training sets to better motivate patients. Technological progress constitutes an ally of these attempts, allowing for the combination of a traditional rehabilitation routine with serious games. In the last two decades, there has been a significant number of publications regarding upper limb rehabilitation using serious games, which is a field that continues to evolve based on user experience. Our goal regarding this review was to provide a complete overview of the field based on published studies over the years. Overall, this scoping review highlights several facts that point to the usefulness of serious games in rehabilitation in future medical procedures, as well as several weaknesses and challenges that have to be addressed. Despite the numerous attempts for establishing and evaluating game-based rehabilitation systems, more evidence is needed considering such systems not only as a means for patient motivation but also as an actual means for achieving upper extremity functionality improvement. In this vein, despite the challenges in the generalization and comparability of specific game decisions and implementations, it is important to support the efforts for the creation of quantitative measurements of game-based treatment, performance and outcome, and build evidence of its clinical value. In this direction, it would be important to work toward creating a framework for the therapeutic use of such gamified approaches, including the optimal dosage, personalization means, adaptations over time, session performance assessment, and therapeutic outcome. Such a therapeutic framework could enable the synthesis of more solid clinical evidence around game-based treatment, and eventually its incorporation in the clinical routine.
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Abstract

Background: Orientation deficits are among the most devastating consequences of early dementia. Digital navigation devices could overcome these deficits if adaptable to the user’s needs (ie, provide situation-aware, proactive navigation assistance). To fulfill this task, systems need to automatically detect spatial disorientation from sensors in real time. Ideally, this would require field studies consisting of real-world navigation. However, such field studies can be challenging and are not guaranteed to cover sufficient instances of disorientation due to the large variability of real-world settings and a lack of control over the environment.

Objective: Extending a foregoing field study, we aim to evaluate the feasibility of using a sophisticated virtual reality (VR) setup, which allows a more controlled observation of disorientation states and accompanying behavioral and physiological parameters in cognitively healthy older people and people with dementia.

Methods: In this feasibility study, we described the experimental design and pilot outcomes of an ongoing study aimed at investigating the effect of disorientation on gait and selected physiological features in a virtual laboratory. We transferred a real-world navigation task to a treadmill-based virtual system for gait analysis. Disorientation was induced by deliberately manipulating landmarks in the VR projection. Associated responses in motion behavior and physiological parameters were recorded by sensors. Primary outcomes were variations in motion and physiological parameters, frequency of disorientation, and questionnaire-derived usability estimates (immersion and perceived control of the gait system) for our population of interest. At this time, the included participants were 9 cognitively healthy older participants [5/9 women, 4/9 men; mean age 70 years, SD 4.40; Mini–Mental State Examination (MMSE) mean 29, SD 0.70] and 4 participants with dementia [2/4 women, 2/4 men; mean age 78 years, SD 2.30 years; MMSE mean 20.50, SD 7.54]. Recruitment is ongoing, with the aim of including 30 cognitively healthy older participants and 20 participants with dementia.

Results: All 13 participants completed the experiment. Patients’ route was adapted by shortening it relative to the original route. Average instances of disorientation were 21.40, 36.50, and 37.50 for the cognitively healthy older control, cognitively healthy older experimental participants, and participants with dementia, respectively. Questionnaire outcomes indicated that participants experienced adequate usability and immersion; 4.30 for presence, 3.73 for involvement, and 3.85 for realism of 7 possible points, indicating a good overall ability to cope with the experiment. Variations were also observed in motion and physiological parameters during instances of disorientation.

Conclusions: This study presents the first feasibility outcomes of a study investigating the viability of using a sophisticated VR setup, based on an earlier real-world navigation study, to study spatial disorientation among cognitively healthy older people and people with dementia. Preliminary outcomes give confidence to the notion that our setup can be used to assess motion and physiological markers of disorientation, even in people with cognitive decline.

Trial Registration: ClinicalTrials.gov; https://clinicaltrials.gov/ct2/show/NCT04134806
spatial disorientation; activity recognition; wayfinding; wearable sensors; dementia; virtual reality; older adults

Introduction

Background

Challenges in wayfinding and orientation are early symptoms of people with mild cognitive impairment (MCI) or dementia. These deficits decrease mobility [1,2] and social interaction [3,4] of the affected people, which in turn may lead to further cognitive decline. Assistive technology devices (ATDs) can help reduce the burden of spatial disorientation by providing interventions (eg, by giving cues to the patients). For patients with cognitive impairment, an ideal ATD should fulfill 2 requirements: It should be situation-adaptive (ie, the device adapts to the situation and context, including the environment, user goal, and intention), and it should be subsidiary (ie, the device delivers assistance only in case of need, for example, if the user is disoriented). These requirements ensure that the device does not replace but rather leverages existing cognitive capabilities [5]. Technically, this means that the ATD needs to be able to detect instances of disorientation in real time from the available sensor data, like accelerometric, electrotardal (EDA), or electrocardiographic (ECG) data.

In a previous field study—Situation-Aware Navigation Assistance for Dementia Patients using Causal Behavior Models (SiNDeM) [6]—concerned with wayfinding behavior in MCI and patients with dementia through an urban environment, a machine learning classifier for disorientation based solely on accelerometric data led to a cross-validated area under the receiver operating characteristics curve (AUC) value of 0.75. The outcome of this study suggested that instantaneous detection of disorientation may, in principle, be possible; however, the accuracy was not sufficient to serve as a basis for individual support. Hence, additional signals, such as heart rate variability, may be needed to increase detection accuracy. However, performing such a study in a real-world environment requires a large effort in staff and resources. One of the limitations highlighted in the previous study [6] was that the recorded number of disorientation instances per subject was low, which can be problematic when training machine learning classifiers. This is due to the fact that, firstly, the experimenter could not influence whether (and when) subjects became disoriented. Secondly, the high level of inconsistency in the real-world environment did not enable the controlled observation of disorientation states that are not induced by experimental manipulation (eg, changing of landmarks) but rather by cognitive deficits, as in the case of the patients. Thus, a large effort is required to obtain only a small amount of data related to disorientation instances (which is the data that is most relevant in this context). A more robust approach to modeling real-time disorientation might rely on both a controlled environment as well as other more informative parameters in addition to motion. Gait features have recently been vastly explored as motion markers of disease progression [7-9] and fall detection [10], and could also be informative in identifying behavioral variations predictive of disorientation. Additionally, physiological parameters, including skin conductance response and heart rate variations, have also been previously shown to be influenced by the occurrence of spatial disorientation [11,12].

As an alternative to real-world studies, navigation tasks can be posed in a virtual-reality (VR) environment [13,14]. However, most experimental setups do not integrate a physical component—participants sit in front of a computer screen, and thus the physical manifestation of disorientation cannot be assessed. More generally, the need for physical locomotion might influence navigation behavior, as participants are in a dual-task situation where they have to simultaneously walk and navigate through the environment. Such dual-task conditions require cognitive resources such as attentional flexibility, which are depleted as disease progresses [15-18]. Therefore, a pertinent question would be, how can the navigation task be transferred to a safe and controllable VR environment while the participants still have to walk actively (like they would do in the real world), to allow for the investigation of the relationship between disorientation and physical motion? To this extent, we propose a VR-based experimental setup that allows realistic physical movement.

Specifically, we employed the GRAIL (Gait Real-time Analysis Interactive Lab; Motekforce Link) system, providing the opportunity to navigate on a treadmill through a virtual environment. Using such a virtual environment has several advantages: The setup is safe for the subjects, reproducible, and the experimental effort per subject is lower compared to a real-world study. Furthermore, the experimenters have full control over the environment; for example, the environment can be manipulated to induce disorientation to record a larger amount of disorientation instances. Also, disorientation states resulting from cognitive deficits can be properly observed.

Objectives

This study aims to evaluate the feasibility of using a complex virtual reality setup, which allows a more controlled observation of disorientation states, to study spatial disorientation among older cognitively healthy people and people with dementia, thereby validating the findings of the real-world SiNDeM study. This environment gives access to a broader set of sensor domains compared with the real-world setting, including gait, skin conductance, and heart rate variability in addition to accelerometry; it also allows for the examination of a larger sample size within a more controlled environment to build a more accurate disorientation detection and intervention model.

Research Questions

The study is based on the following core research question: Is our setup feasible for investigating states of disorientation during active navigation among cognitively healthy older participants and people with dementia? This is motivated by the reported overall effectiveness of VR in assessing spatial navigation [19].

https://games.jmir.org/2020/4/e18455
spatial navigation memory for predementia screening [20], and improving cognitive functioning among individuals with neurocognitive disorders [21,22]. Evaluation of the feasibility of our setup is further guided by the following research questions: (1) Is the virtual environment adequately immersive? (2) Are we able to reliably induce disorientation through the manipulation of the virtual environment? (3) Do the participants feel comfortable with the walking pattern change due to our navigation mechanism? (4) Are we able to adequately measure motion and physiological parameters?

**Methods**

**Study Design and Setting**

This is a single-blind randomized experiment currently taking place in Rostock, Germany. The experiments are carried out in the Gait Real-time Analysis Interactive Lab (GRAIL; Motekforce Link; Figure 1), which is a Class I medical system (according to the Medical Device Directive 93/42/EEC) and is specially designed to ensure the safety of participants for clinical gait analysis and training. This is achieved through a safety belt and side railings, which serve to support the participant and prevent falls. The GRAIL further consists of a treadmill, a large 180° projection screen, and an optical motion capturing system (Vicon Motion Systems Ltd). A virtual environment that models a city center is shown onscreen, and subjects can navigate through the environment by walking on the treadmill. Gait kinematics and kinetics, as well as spatio-temporal gait parameters, can be derived from the motion capturing data [23]. The system has been used, for example, for rehabilitation exercise [24] or for gait analysis in different settings [25-27].

![Figure 1. (A) The GRAIL system, consisting of a dual-belt treadmill, 180° projection surface, and optical motion capturing system (figure sourced from Motek Medical); (B) plantar figures.](https://games.jmir.org/2020/4/e18455)

The 3D virtual environment used in this study was generated from OpenStreetMap (OSM) data of the Rostock city center, using the OSM2World tool [28]. This data includes building heights and rudimentary 3D models of landmark buildings (Figure 2). The resulting VR environment is a low-detail replication of the real city, but does not contain moving objects like cars or pedestrians. The treadmill speed is feedback-controlled, which allows participants to walk with their preferred walking speed. This is achieved by adapting the belt speed according to the subject position (measured by motion capturing) in relationship to the center of the belt [29]. The movement speed through the VR is synchronized with the belt
speed (ie, the current speed of the participant). An important constraint of the GRAIL system is that a change in walking direction (eg, turning left or right) is not supported by the treadmill; it does not rotate. Thus, it was necessary to provide an alternative means for voluntary direction change: participants can choose their walking direction by walking on either side of the treadmill. Walking on the left side of the treadmill will result in a left turn in the VR environment, and vice versa. We are aware that this is not identical to naturalistic walking: subjects still walk a straight line on the treadmill, whereas the movement in the VR describes a curve. Therefore, as part of the current study reports, we observed the movement behavior of participants and asked them about their experiences.

Figure 2. (A) The OpenStreetMap (OSM)–generated virtual environment containing some notable landmarks from (B) the real world.

Recruitment and Eligibility
Participants were recruited in 3 groups: (1) mobile, physically and cognitively healthy, younger (18-40 years of age) adults; (2) mobile, physically healthy older [60-85 years of age; Mini–Mental State Examination (MMSE) scores≥28] adults, including cognitively healthy older adults without memory complaints and cognitively healthy older adults with subjective cognitive decline (SCD) in the absence of any clinical evidence of cognitive impairment; and (3) physically healthy older adults with diagnosed MCI or mild dementia due to Alzheimer disease (60-85 years of age; MMSE 15-27). People with dementia and cognitively healthy older adults are recruited from the memory clinic of the University Medicine, Rostock, while the healthy young adults are recruited from within the University of Rostock student community. Exclusion criteria for all groups include other neurological conditions besides dementia, an inability to understand task instructions and questionnaire items, and deaf-mutism and blindness.

As the focus of this feasibility study was on cognitively healthy older adults and people with dementia, 9 cognitively healthy older participants (5/9 women, 4/9 men; 6/9 with SCD; mean age 70 years, SD 4.40; MMSE mean 29, SD 0.70) and 4 people with dementia (2/4 women, 2/4 men; mean age 78 years, SD 2.30; MMSE mean 20.50, SD 7.54) have been included so far. Of the 9 cognitively healthy older participants, 4 participants (2/4 women, 2/4 men) were randomly assigned to the experimental group. Informed consent was given by all participants.

Study Procedure and Data Collection
Participants were guided along a path in the VR environment (Figure 3). Afterward, they were set back to the starting location and asked to walk the same path again, this time unguided. For half of the healthy young or older subjects (the experimental group), phases of disorientation were induced by changing landmarks or decision points in the VR environment (Figure 4) while subjects were required to walk the path on their own. The changes were (1) moving a landmark from one intersection to the next intersection, (2) adding a decision point (ie, an
intersection), (3) blocking a road, or (4) moving the goal indicator to a different location. Overall, 5 locations have been manipulated. For the patients with dementia, the environment was not changed, as we assume that these participants would show phases of disorientation already without such changes due to existing cognitive deficits. Based on the experience with the first patient with dementia, we adapted the route for the other patients by shortening it due to earlier observed fatigue while navigating the route (Figure 3).

**Figure 3.** Map of the routes of (A) cognitively healthy older participants and (B) patients with dementia. Red crosses denote locations where the environment is changed in the experimental run. The environment is unchanged for the patients with dementia; however, the route is shortened (image: Google Maps).
The participants were familiarized with the depicted city center by briefly showing them a map, such that problems in wayfinding will be due to disorientation instead of exploration in an unknown environment. In addition to recording kinematic and kinetic gait parameters as provided by the GRAIL system, participants are also equipped with 3 wearable sensors on the left wrist, right ankle, and chest, each of which contain a 3-axes accelerometer and 3-axes gyroscope sampled with 64 Hz. Additionally, the chest sensor records an electrocardiogram (ECG; 1024 Hz), and the wrist sensor records electrodermal activity (EDA; 32 Hz). Wearable sensor data and data provided by the GRAIL system are synchronized by an event-based mechanism (ie, participants perform a distinctive movement at the beginning of the recording, which can be easily located in all sensors) and are resampled to 100 Hz. All wearable sensors have been used in previous studies [6,30] and validated [31-33].

After the orientation task, participants filled out the igroup Presence Questionnaire (IPQ) [34], a questionnaire on the functionality and realism of the interaction with the VR environment, as well as questions regarding engagement in the study, hobbies and activities, technical device usage, and demographics. Additionally, participants provided answers to open questions on (1) problems that occurred in controlling the direction, (2) suggestions for improving the controlling mechanism, (3) which properties in the VR they used for orientation, (4) orientation problems they had, and (5) suggestions for enabling better self-orientation in the VR environment. Table 1 displays the experimental procedure in phases.

Table 1. Experimental procedure for the cognitively healthy older participants (n=9) and patients with dementia (n=4). The patient group followed the procedure of the control group.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Experimental group (n=4)</th>
<th>Patients with dementia (n=4) and control group (n=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Preparation (90 min)</td>
<td>Study information, informed consent, assessment of physical and cognitive status, blood draw, fixing of markers and electrodes, and practice walking on treadmill</td>
<td></td>
</tr>
<tr>
<td>2 Task 1 (20 min)</td>
<td>Learning the route: accompanied walk (route: Figure 3)</td>
<td></td>
</tr>
<tr>
<td>3 Task 2 (20 min)</td>
<td>Autonomous navigation (modified environment)</td>
<td>Autonomous navigation (unchanged environment)</td>
</tr>
<tr>
<td>4 Questionnaires (20 min)</td>
<td>Presence, navigation, orientation, experience with technical devices</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4. Example of changes in the environment to induce disorientation. (A) Original environment shown in the guided walk (note the red landmark at the far end of the road, to the right). (B) Manipulated environment used in the experimental run; in this case, the landmark is moved to a different intersection.
Randomization

Randomization of the healthy younger and older participants into the experimental or control group was carried out using the program Research Randomizer (Social Psychology Network) [35]. In contrast, the patients with dementia are only assigned to the control group (ie, with the adapted route), as we expect a sufficient number of episodes of disorientation in people with MCI or dementia even without interfering with their environment.

Behavior Annotation

An offline annotation procedure was applied to the video data recorded during the orientation task, for assessing the observable orientation behavior of the participants using the ELAN 5.8 tool (The Language Archive) [36]. As a coding scheme, we used an adequate adaption of the coding scheme provided by Yordanova et al [30]. The same scheme has been used in the SiNDeM field study [6]. This coding scheme was developed both by domain experts and assistive systems designers, based on interviews, video logs, data from a systematic literature review, and concepts from existing ontologies, for the purpose of providing assistance to people with dementia during their outdoor mobility. Hence, it covers aspects of orientation behavior that are beyond the scope of wayfinding in our VR setup (eg, behaviors associated with attention to traffic). For this reason, we adapted the coding scheme to capture exactly those behaviors that are obtainable within our virtual reality setup.

Specifically, to identify instances of disorientation, we annotated when participants show wandering behavior (ie, nongoal-directed walk), communication behavior (ie, asking for help when disoriented), topological orientation (ie, trying to orient themselves based on the surrounding environment), or spatial orientation (ie, trying to orient themselves based on landmarks). In addition, different types of errors that are associated with disoriented behavior were annotated (ie, initiation, realization, sequence, and completion errors). The annotations are being evaluated based on the level of agreement between annotators (ie, interrater reliability in terms of Cohen kappa [37]).

Ethical Approval

This study has been reviewed and approved by the Ethics Commission of the University Medicine Rostock (Approval number: A 2019-0062).

Outcome Measures

The study is estimated to run until the end of 2021. The outcome measures to be collected are included in Table 2. However, for this pilot study, we focused on the feasibility and usability (level of immersion, perceived control of the gait system) as primary outcomes, and on measures of motion variations (walking speed), physiological variations (heart rate, skin conductance response), and spatial disorientation (frequency of occurrence) as secondary outcomes.

Table 2. Study outcome measures.

<table>
<thead>
<tr>
<th>Outcome Measure</th>
<th>Measurement</th>
<th>Modality</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feasibility and usability</td>
<td>Level of immersion, usability feedback</td>
<td>igroup Presence Questionnaire (IPQ), usability questionnaire</td>
<td>Ongoing</td>
</tr>
<tr>
<td>Heart rate variability</td>
<td>Rate of change in heart rate</td>
<td>Electrocardiographic sensor</td>
<td>Ongoing</td>
</tr>
<tr>
<td>Skin conductance</td>
<td>Rate of change in electrodermal response</td>
<td>Electrodermal activity sensor</td>
<td>Ongoing</td>
</tr>
<tr>
<td>Spatial disorientation</td>
<td>Incidences of disorientation</td>
<td>Customized annotation scheme in ELAN</td>
<td>Ongoing</td>
</tr>
<tr>
<td>Gait variability</td>
<td>Incidences of change in gait pattern</td>
<td>Gait capturing system of the GRAIL</td>
<td>Ongoing</td>
</tr>
<tr>
<td>Accelerometry</td>
<td>Incidences of change in motion pattern</td>
<td>Accelerometers</td>
<td>Ongoing</td>
</tr>
<tr>
<td>Apolipoprotein E4 status</td>
<td>Presence of the variants Apo-E2, -E3, and -E4 in the blood samples</td>
<td>7.5 ml blood samples</td>
<td>Ongoing</td>
</tr>
</tbody>
</table>

Data Analysis

Analysis of both the quantitative and qualitative data collected during the course of the study will take place in accordance with predetermined analysis plans; however, for this feasibility study with a limited sample size, we reported basic descriptive statistics (mean and standard deviation as well as frequencies) applied to the quantitative and qualitative data for evaluation purposes using R statistical software (version 3.6.0; R Core Team).

Results

Immersiveness of the Virtual Environment

All participants could complete the experiment. Responses to the IPQ informed us that the cognitively healthy older participants perceived an above-average degree of immersion; group mean item scores (between 1 and 7, where 7 means highest perceived presence/involvement/realism) were 4.60 for presence, 3.92 for involvement, and 4.42 for realism. The patients with dementia, on the other hand, while reporting lower mean scores relative to the cognitively healthy older participants, still perceived a considerable degree of immersion, with group mean item scores of 3.63 for presence, 3.31 for involvement,
and 2.60 for realism. Of the 13 participants, only 1 (7%) of the participants reported simulator sickness.

**Inducing Disorientation Through the Manipulation of the Virtual Environment**

Our setup was viable in inducing instances of disorientation. We observed an average of 21.40 instances of disorientation for the cognitively healthy older participants in the control group and 36.50 instances for the cognitively healthy older participants in the experimental group. For the patients with dementia, an average of 37.50 instances of disorientation was observed. A number of these instances of disorientation were observed either at points where the virtual environment was manipulated or at subsequent points afterward, where the participants had to reorient themselves due to the altered virtual environment (Figure 4). This amounted to a good proportion of the data being annotated as disoriented. Furthermore, regarding properties used for orientation, participants mentioned the landmark shown in Figure 4, houses, intersections, and trees.

**Comfortability With the Walking Pattern Change due to our Navigation Mechanism**

Participants’ responses to the usability questionnaire show that the control over the chosen direction in the VR environment was perceived as functional for both the cognitively healthy older participants and patients with dementia (eg, easy to learn; participants were able to move to where they wanted at their own pace), and adequately naturalistic. Table 3 shows the answer scores on the questionnaire items regarding usability and navigation control. When asked about problems that occurred, only 2 (22%) of the 9 cognitively healthy older participants mentioned initial difficulty with controlling the direction of movement, while 1 (25%) of the 4 patients with dementia mentioned that it felt unusual. Of the 9 cognitively healthy older participants, 2 (22%) also mentioned that the right and left movement felt a little rapid. Additionally, in the case of the first patient with dementia sampled, we observed early fatigue while navigating the route, leading to an adaptation of the patient’s route (Figure 3). Also, due to a temporary technical fault at the time of recording, we could not obtain gait information for the first patient with dementia sampled. However, all other data were collected for this patient, and complete data could be collected for the 3 subsequent patients with dementia sampled.

**Table 3.** Questionnaire regarding the usability questionnaire show that the control over the chosen direction in the VR environment

<table>
<thead>
<tr>
<th>Questionnaire item</th>
<th>Cognitively healthy older participants (n=9), mean score</th>
<th>Patients with dementia (n=4), mean score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Learning to navigate was easy.</td>
<td>4.9</td>
<td>4.0</td>
</tr>
<tr>
<td>2. After a while, I did not have to think about how to navigate.</td>
<td>4.3</td>
<td>3.0</td>
</tr>
<tr>
<td>3. I was able to move where I wanted.</td>
<td>5.8</td>
<td>3.6</td>
</tr>
<tr>
<td>4. I was able to move how I wanted</td>
<td>4.9</td>
<td>3.0</td>
</tr>
<tr>
<td>5. I was able to stop at a specific place when I wanted.</td>
<td>5.9</td>
<td>4.0</td>
</tr>
<tr>
<td>6. I did not feel limited in my freedom of movement.</td>
<td>5.8</td>
<td>3.3</td>
</tr>
<tr>
<td>7. I felt tired after navigating.</td>
<td>3.3</td>
<td>2.5</td>
</tr>
<tr>
<td>8. Navigation felt natural.</td>
<td>4.7</td>
<td>3.3</td>
</tr>
</tbody>
</table>

**Measuring Motion and Physiological Parameters**

Variations in walking speed, heart rate, and skin conductance response were observed among our pilot participants. Figures 5A, B, and C, respectively, show a sample of the recorded walking speed, accelerometry, heart rate variability, and skin conductance response amplitude for a participant in the control group (where the environment was not manipulated), a participant in the experimental group (where the environment was manipulated, as described above), and for a patient with dementia (where the environment was not manipulated). Relative decrease in motion (walking speed and accelerometry) and an increase in heart rate variability and skin conductance response amplitude can be observed during instances of disorientation.
**Figure 5.** Sample of motion and physiological data showing variations in walking speed, accelerometry, heart rate, and skin conductance of participants occurring during instances of disorientation (green bars in the first row) from the unguided walk for (A) an older control participant (environment not manipulated), (B) an older experimental participant (environment was manipulated), and (C) a patient with dementia (environment not manipulated).

**Discussion**

In this paper, we presented the design for a study investigating the effect of spatial disorientation on physical motion and physiological features, as well as the initial outcomes of the pilot sample. The combined usage of a fully instrumented treadmill, wearable sensors, and an adequately immersive VR system to investigate real-time disorientation among older participants and patients with dementia during active navigation is, to the best of our knowledge, unprecedented. Previous studies that investigated spatial orientation [38-40] and navigation memory [20,41] have relied mostly on VR systems in which navigation or interaction with the VR environment was passively based on the use of control objects (eg, joystick, mouse). This, however, further limits the ecological validity of such setups, as the locomotion aspect of real-world navigation was apparently lacking.

Our patient and cognitively healthy older participant dyad reported a noticeably varying degree of immersion. While the older healthy participant group reported a higher level of immersion [42], the patient group reported a relatively lower level of immersion compared to the cognitively healthy older participant group. However, this is not surprising as we also expect cognitive and perceptual abilities to play a significant role in the evaluation of the VR setup, as people with dementia are known to experience visuoperceptual difficulties [43,44], which may influence this judgment. Nonetheless, participants’ responses to the usability part of the questionnaire indicated an overall confidence that our setup is effective in investigating manifestations of disorientation among cognitively healthy older adults and people with dementia. Furthermore, the first patient with dementia sampled experienced fatigue while navigating the route (akin to the finding of Behrens et al [27]), which suggests that dual-task conditions can be mentally exhausting among older participants. Therefore, this effect could be
exacerbated by the increased difficulty of multitasking as a result of cognitive deficits [45]. Hence, we adapted the route of the patients by shortening it relative to the original route.

Considering the number of instances of spatial disorientation, we confirmed our expectation of finding more disorientation events among the participants in the experimental group (changed environment) compared to the participants in the control group (unchanged environment). This preliminary observation gives credence to the validity of our setup in inducing the target behavior of disorientation. We also observed that the patients with dementia expressed a considerable amount of disorientation. This was the case even though the environment remained unchanged, thereby indicating that moments of disorientation accruing to cognitive deficits can also be reliably observed among patients with dementia in our setup. The variations in motion and physiological data observed among our pilot participants illustrates that we are able to adequately obtain the relevant motion and physiological parameters within our approach. As building situation-adaptive devices for supporting navigation among people with dementia relies on the adequate detection of disorientation [6], our setup therefore provides a promising approach to acquiring the needed data.

We acknowledge that there are multiple alternatives to using the GRAIL system for the goal of investigating the effect of spatial disorientation on gait in a lab environment. An alternative to projecting the VR to a screen would be to use a VR headset, like the Oculus Rift (Facebook Inc) or the Samsung Gear VR (Samsung Electronics). A main advantage of the GRAIL over the Oculus Rift and Samsung Gear VR lies in the relative ease of use, safety, and closeness to reality for our study sample, which consists of cognitively healthy older adults and people with dementia who may not be as apt as younger participants at learning to navigate with a VR headset. To participate in the navigation task on the GRAIL, the participant walks freely on the treadmill without any headset or hand gear and observes the virtual environment as one normally would in a real-life situation. In contrast, with the Oculus Rift and Samsung Gear VR, a remarkable difference to the real-world situation is observed the moment one has to put on a headset and navigate with the use of controllers. Additionally, such devices can quickly cause simulator sickness, especially if participants have to move through the environment and when synchronization of head movement and VR movement is not optimal [46]. In this study, simulator sickness was only reported by 1 of the participants so far. Moreover, virtual reality games [such as serious games for dementia care (SGDC)] in which participants interact with the virtual environment using their body movements in the absence of controllers have also reported positive effects on patients’ mental and physical health [47]; these include improvement in memory and motivation, through the performance of mental and physical activities that are carried out while using various physical motions.

A major experience reported by a few of the participants, which also serves as a limitation to the current study, was the fact that control over left/right movement felt somewhat challenging. Possible alternatives to the current direction control mechanism used in this study include using a game controller to choose directions [19], or leaning in the respective direction [48]. However, we expect that this would be perceived as even more unrealistic in terms of how well the experimental setup models the real-world situation in which we are very much interested, as this would require movements that are not representative of real-world locomotion. For instance, Kizony et al [19] acknowledged that the combination of the joystick and treadmill may have posed an additional challenge to the older adults, although no discomfort was reported. This could have been further confirmed if participants were asked about their experience using structured measures such as the IPQ and usability questionnaires as employed in this study. Nonetheless, usability and immersion in VR studies remains an open topic. Further studies replicating the setup employed in this study could serve to provide further testing and data for evaluating this setup. Omnidirectional treadmills [49,50] (that allow free movement in all directions) could be a promising alternative for this purpose. However, such systems are still research prototypes and are not commercially available.

In conclusion, our GRAIL setup allows us to collect a rich dataset: most prominently, the motion capturing system can be used to assess spatio-temporal gait parameters (eg, walking speed). Results from this feasibility study suggest that our setup is sufficient in investigating sensor-derived features of spatial disorientation, even in patients with dementia, in a safe and controlled environment that is comparable to the real world. This is evident in the fact that we observed a considerable amount of disorientation among our participants, which also corresponded to the sensor data and questionnaire responses. Based on the full data set, in the future, we will focus on training machine learning classifier models for discriminating instances of disorientation from moments of orientation, with the aim of coming up with a relevant feature set for developing an interventional device. This classifier subsequently will be tested with real-world data (ie, perform transfer of learning). This feasibility study encourages further investigations on the possibility of more robust real-time detection of spatial disorientation, with the aim of coming up with adequate situation-aware interventions.
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Abstract

Background: The high cost and low availability of virtual reality simulators in surgical specialty training programs in low- and middle-income countries make it necessary to develop and obtain sources of validity for new models of low-cost portable simulators that enable ubiquitous learning of psychomotor skills in minimally invasive surgery.

Objective: The aim of this study was to obtain validity evidence for relationships to other variables, internal structure, and consequences of testing for the task scores of a new low-cost portable simulator mediated by gestures for learning basic psychomotor skills in minimally invasive surgery. This new simulator is called SIMISGEST-VR (Simulator of Minimally Invasive Surgery mediated by Gestures - Virtual Reality).

Methods: In this prospective observational validity study, the authors looked for multiple sources of evidence (known group construct validity, prior videogaming experience, internal structure, test-retest reliability, and consequences of testing) for the proposed SIMISGEST-VR tasks. Undergraduate students (n=100, reference group), surgical residents (n=20), and experts in minimally invasive surgery (n=28) took part in the study. After answering a demographic questionnaire and watching a video of the tasks to be performed, they individually repeated each task 10 times with each hand. The simulator provided concurrent, immediate, and terminal feedback and obtained the task metrics (time and score). From the reference group, 29 undergraduate students were randomly selected to perform the tasks 6 months later in order to determine test-retest reliability.

Results: Evidence from multiple sources, including strong intrarater reliability and internal consistency, considerable evidence for the hypothesized consequences of testing, and partial confirmation for relations to other variables, supports the validity of the scores and the metrics used to train and teach basic psychomotor skills for minimally invasive surgery via a new low-cost portable simulator that utilizes interaction technology mediated by gestures.

Conclusions: The results obtained provided multiple sources of evidence to validate SIMISGEST-VR tasks aimed at training novices with no prior experience and enabling them to learn basic psychomotor skills for minimally invasive surgery.

(JMIR Serious Games 2020;8(4):e19723) doi:10.2196/19723
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Introduction

Background

The advent of minimally invasive surgery in the mid-1980s [1] led to an increase in the number of iatrogenic bile duct injuries when many surgeons worldwide switched from open surgery to minimally invasive surgery without any prior training [2-8]. As a result, simulation has since become a valuable tool for learning motor skills for minimally invasive surgery. Many studies have demonstrated that simulation is a useful tool for learning motor skills for minimally invasive surgery and that learned skills can be transferred to the operating theatre [9-19].

The first virtual reality (VR) simulator for minimally invasive surgery training was MIST-VR (Minimally Invasive Surgery Training - Virtual Reality) [20]. Evidence for construct validity was established in 1998 [21], and evidence for predictive validity was obtained in 2002 [9,22]. Subsequently, evidence for concurrent validity was also demonstrated [23-25].

Recent years have seen the development of low-cost gesture-based touchless devices that can interact with 3D virtual environments, among them Kinect (Microsoft Corp), the Leap Motion Controller (Leap Motion Inc), and the Myo armband (Thalmic Labs) [26].

The Leap Motion Controller was launched in May 2012. It is based on the principle of infrared optical tracking, which detects the positions of fine objects such as fingertips or pen tips in a Cartesian plane; its interaction zone is an inverted cone of approximately 0.23 m³, and it has a motion detection range between 20 mm and 600 mm [27,28]. It measures 76 mm × 30 mm × 13 mm and weighs 45 g. It has 3 infrared emitters and 2 infrared cameras that capture the movements generated within the interaction zone [29,30]. The manufacturer reports an accuracy of 0.01 mm for fingertip detection, although one independent study showed an accuracy of 0.7 mm [31]. Although the Leap Motion Controller is designed mainly to detect hand motions, it can track objects such as pencils and laparoscopic surgical forceps [32-34].

The Leap Motion Controller has been used as a tool for the manipulation of medical images in the fields of interventional radiology and image-guided surgery or when there is a risk of contamination through contact (autopsy rooms, for example), for touchless control (operating theatre lights and tables) and for simulation (minimally invasive surgery and robotic surgery). Various authors have used the Leap Motion Controller to develop simulators that track hand or instrument movements [26,32-39]. A paper by Lahanas [35] describes using Leap Motion Controller to simulate 3 tasks: camera navigation, instrument navigation, and bimanual operation; 28 expert surgeons and 21 reference individuals took part in the study. The experts significantly outperformed novices in all assessment metrics for instrument navigation and bimanual operation.

Simulators for learning skills for minimally invasive surgery can be classified into 3 types: traditional box trainers, augmented reality simulators (hybrid), and VR simulators [40,41]. Simulation has become a valuable tool for learning basic motor skills in surgery, but access to simulators remains problematic, especially in low- and middle-income countries, because of their high cost. Consequently, that makes it necessary to develop and validate the metrics and scores of low-cost portable simulators [42-44].

The aim of this study was to evaluate a simulation instrument, SIMISGEST-VR (Simulator of Minimally Invasive Surgery mediated by Gestures - Virtual Reality), and to document the sources of validity evidence for task scores, relations to other variables, internal structure, consequences of testing, and response process.

Hypotheses

To that end, 3 hypotheses were formulated:

Hypothesis 1: Validity Evidence for Relations to Other Variables

The first hypothesis aims to demonstrate that the test scores discriminate between a reference group (no prior experience), surgical residents (less experienced), and surgeons (more experienced), showing that the experts already have the basic psychomotor skills being measured, and similarly, that videogaming experience is correlated with better performance in simulator tasks, regardless of the level of training and experience.

Hypothesis 2: Evidence for Internal Structure

The intrarater test-retest assumes that, if a reference individual is not exposed to simulators in the period of time between the 2 complete simulator exercises, there will be no significant differences in performance between the first and second exercises.

Hypothesis 3: Evidence for Consequences of Testing

Regarding evidence for consequences of testing, the reference group learning will be demonstrated by improvements in the metrics and the final score when comparing the first and the tenth attempt in each task.

Methods

Study Design

This was a prospective observational validity study. The current unified standard considers that all validity is construct validity and, as such, requires evidence from 5 sources [45-52].

Content evidence includes a description of the steps taken to ensure that test content reflects, in a relevant way, the construct or characteristic being measured. The results obtained from the survey assessing fidelity to the criterion and content-related validity evidence for SIMISGEST-VR showed that all 30 participants felt that most aspects of the simulator were adequately realistic and that it could be used as a tool for teaching basic psychomotor skills in laparoscopic surgery (Likert score: range 4.07-4.73). The sources of content-related validity evidence showed that our simulator was a reliable training tool and that the tasks enabled learning of the basic psychomotor skills required in minimally invasive surgery (Likert score: range 4.28-4.67) [53].
Evidence for relations to other variables refers to the statistical association between the test scores and other characteristics or external measures that have theoretical relations, such as level of training, level of experience, prior videogaming experience, and scores for other already validated instruments. One of the most common correlations is known group construct validity (ie, the correlation between performance scores and level of training and experience) [54]. Relations may be positive (convergent or predictive) or negative (divergent or discriminant) depending on the constructs being measured [55]. This study explored the relations between performance scores and the level of training, experience, and prior videogaming experience.

Evidence for internal structure includes data that evaluate the relations between the individual items of the assessment, and how they correlate to the construct. It includes measures of reliability, reproducibility, and factor analysis. Reliability is a necessary but insufficient condition for validity [56]. Intrarater reliability was obtained using the test-retest method, which assesses the stability of responses over time [57]. Test-retest reliability was explored through blinded rerating after an interval of 6 months in the reference group. The randomly selected participants were asked whether they had had additional experience of using simulators during that period of time [56]. The answer was “no” in all cases. The data produced by this second test were not taken into account in the evidence for the construct validity study. Worster and Haines [58] noted that there was no published recommendation for the proportion of data that should be checked but that 10% was common. In this study, 29% of the reference individuals were included in the test-retest study. The demonstration of reliability is mandatory before an evaluation can be shown to be valid [54].

Evidence for consequences refers to the impact, benefit, or danger of assessment itself and the resulting decisions and actions. Yet, simply demonstrating consequences, even significant and impressive ones, does not constitute validity evidence unless investigators explicitly demonstrate that these consequences have an impact on score interpretation (validity) [46,55]. Evidence for consequences falls within a spectrum between high-stake examinations, licensing examinations, or low-stake examinations such a self-assessment used for formative feedback alone [54]. In our case, we hoped to obtain evidence to demonstrate that the reference group had managed to achieve the learning curve.

Evidence for response process includes theoretical and empirical analyses evaluating the extent to which the assessors’ and respondents’ responses are aligned to the construct. It includes an evaluation of safety, of quality control, and of the actors’ thoughts and actions during the assessment. The response process also includes the accuracy of data collection and entry into the database [54]. This type of evidence can be difficult to demonstrate because data are often qualitative [55].

Participants and Simulator Test Methodology

Participating in this study were minimally invasive surgery expert surgeons (n=28) in a range of surgical specialties, each who had performed more than 100 procedures, surgical residents (n=20) in a range of surgical specialties from the University of Caldas (in Manizales, Colombia), each who had performed fewer than 50 procedures (basic training: n=15; advanced training: n=5), and medical undergraduate students (n=100) from the University of Caldas and the University of Manizales who had no experience performing minimally invasive surgical procedures. The expert surgeons worked in the following specialties: general surgery 8 (28.6%), pediatric surgery 5 (17.8%), neurosurgery 4 (14.2%), colorectal surgery 3 (10.7%), orthopedic surgery 3 (10.7%), gynecological surgery 2 (7.1%), urological surgery 1 (3.5%), thoracic surgery 1 (3.5%), and vascular surgery 1 (3.5%).

All participants completed a questionnaire providing demographic data (Multimedia Appendix 1) and information about the dominant hand, level of training, levels of minimally invasive surgery skills, prior training with simulators, and experience with videogaming or VR devices.

After the instructor had given basic instructions about using the simulator and had shown a video of each task to be performed, the study participants performed 10 repetitions of tasks 1, 2, 4, 5, and 6 with each hand. Task 3 was repeated 10 times because both hands were considered dominant. The instructor did not give additional feedback, but the simulator did provide concurrent feedback (visual and auditory feedback while performing each task), immediate feedback (displaying the results in terms of time, accuracy and errors at the end of each task), and terminal feedback (performance curve and final score). The participants were able to watch the demonstration videos again at any time. For the test-retest reliability study, 29 participants were randomly selected from the reference group. They repeated the entire exercise 6 months after the first exercise; none were exposed to any type of simulator during that period of time. One of the authors (FAL) supervised and photographically documented each exercise.

SIMISGEST-VR

SIMISGEST-VR was developed using design-based research [59-63]. A previously published article [53] describes in detail the development of the device and a study assessing fidelity to the criterion and content-related validity evidence.

Virtual Environment

The virtual environment consisted of the following modules: registration to collect users’ demographic data and a tutorial to show demonstration videos of the tasks to be performed.

SIMISGEST-VR supports 6 tasks, each of which corresponds to a surgical equivalent (Table 1; Figure 1). The tasks were adapted from MIST-VR (Mentice Inc) [20,64,65]. MIST-VR is the simulator on which the highest number of validation studies have been conducted, and they have demonstrated, on multiple occasions, that the skills that are learned can be transferred to the operating theatre [9,21,66-73].

Except for task 3, all tasks had the option of configuring the dominant hand during the exercise; task 3 required the simultaneous use of both hands and therefore both played a dominant function. Given its level of difficulty, this task was performed last in all cases. The online virtual environment ran on Windows (Microsoft Inc) and MacOS (Apple Inc) platforms.
<table>
<thead>
<tr>
<th>Task number</th>
<th>Task name</th>
<th>Description</th>
<th>Surgical equivalent</th>
<th>Learning objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1</td>
<td>Grip and placement</td>
<td>Take the sphere with one hand and move it to a new location within the workspace</td>
<td>Gripping and retraction of tissue to a given position, placement of clips and hemostasis, use of extractor bags</td>
<td>Visual-spatial perception and eye-hand coordination</td>
</tr>
<tr>
<td>Task 2</td>
<td>Transfer and placement of an object</td>
<td>Take the sphere, transfer it to another instrument and place it inside a hollow cylinder</td>
<td>Transfer of a needle between a clamp and a needle holder</td>
<td>Visual-spatial perception, eye-hand coordination, and use of both hands in a complementary manner</td>
</tr>
<tr>
<td>Task 3</td>
<td>Cross</td>
<td>Instruments travel along a surface in a 3D cylinder</td>
<td>Small intestine exploration</td>
<td>Coordinated use of both the dominant and nondominant hands and ambidexterity</td>
</tr>
<tr>
<td>Task 4</td>
<td>Removal and reinsertion of instruments</td>
<td>Removal of instruments from the operative site and reinsertion</td>
<td>One instrument stabilizes one organ while the other is removed from the field and reintroduced</td>
<td>Visual-spatial perception, use of both hands in a complementary manner, and depth perception</td>
</tr>
<tr>
<td>Task 5</td>
<td>Diathermy</td>
<td>Cauterize a series of targets located in a fixed sphere</td>
<td>Cauterize a bleeding blood vessel</td>
<td>Visual-spatial perception, time of diathermy, and accuracy of movements</td>
</tr>
<tr>
<td>Task 6</td>
<td>Target manipulation and diathermy</td>
<td>Take the sphere with the instrument and place it inside a virtual space represented by a cube and cauterize a series of targets with the other hand.</td>
<td>Present and set a target to cauterize</td>
<td>Visual-spatial perception, time of diathermy, and accuracy of movements</td>
</tr>
</tbody>
</table>
Metrics

The metrics were established using 5 parameters: time (velocity), efficiency of movement for the right and left hands [21,74], economy of diathermy, error and accuracy (penalty) [75,76], and final score.

Feedback

Feedback is essential [77]. Training on a simulator should have 3 purposes: to improve performance, to make performance consistent, and to reduce the number of errors [78]. The haptic sensation and concurrent feedback were simulated using sound signals, color changes in the objects, and movement of the object when an undue collision occurred between the different components of the environment or when an error occurred during the task (concurrent feedback). For SIMISGEST-VR,
we adopted 3 types of feedback: concurrent, which was provided while the task is being performed; immediate, which was provided at the end of each task when the system provides information on the presence or absence of errors, efficiency, and the time taken; and terminal, which was provided at the end of each training session when the system provides a series of graphs and tables that show performance over time [79-83]. The data generated by the program were stored on an SQL (structured query language) database engine integrated into the simulation software.

**Hardware**

Two laparoscopic forceps were used. In fact, we used simulated forceps made using 3D printers. These minimally invasive surgery forceps did not need to be functional. The final device with all its components assembled is shown in Figure 2. **Figure 2** shows the fixing pad (1) for the Leap Motion Controller and the mounting support devices (3) for the minimally invasive surgery laparoscopic forceps (2), which allow simulation of the fulcrum effect; the Leap Motion Controller (4), responsible for detecting the movements of the instruments; and the computer, which, by means of the software programs running on it, administers the virtual environment and the metrics, and provides feedback and the final performance score on the screen (5) where the 3D virtual environment is displayed.

To perform the test, a 13-inch MacBook Pro (Apple Inc) was used, which served as a screen, ran the 3D virtual environment, and stored metrics data.

**Data Analysis**

Continuous data are presented in a frequency distribution table by mean and standard deviation. The Shapiro-Wilk test was used to assess normality. Categorical data are also presented in a frequency distribution table. Since the metrics data were not normally distributed, nonparametric tests were used to assess the hypotheses. Regarding hypothesis 1, the differences in the scores and time taken to perform the first trial in each task between novices and experts were compared using the Wilcoxon signed-rank test. Among the novices, the final scores of the tenth trial in each task were compared by prior videogaming experience using the Kolmogorov-Smirnov test. \( P<.05 \) as level of statistical significance was established. Statistical analysis was performed using Stata (version 15.0; StataCorp LLC).

**Results**

**Demographic Profile**

Regarding prior experience with simulators, 35% (7/20) of the surgical residents and 36% (10/28) of the surgeons surveyed said they did not have any. Among the surgical residents, only 15% (3/20) had experience with VR simulators, and none had any experience with hybrid ones.

When videogaming experience was assessed, the low percentage of frequent gaming (daily or weekly) was striking: only 28% (28/100) in the reference group, 20% (4/20) among surgical residents, and 14% (4/28) among experts (Table 2).
Table 2. Demographic profile of study participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Reference group (n=100)</th>
<th>Surgical residents (n=20)</th>
<th>Surgeons (n=28)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>47 (47)</td>
<td>10 (50)</td>
<td>4 (15)</td>
</tr>
<tr>
<td>Male</td>
<td>53 (53)</td>
<td>10 (50)</td>
<td>24 (86)</td>
</tr>
<tr>
<td>Age</td>
<td>23.5 (0.28)</td>
<td>28.4 (0.54)</td>
<td>47 (2.12)</td>
</tr>
<tr>
<td>Dominant hand, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right</td>
<td>89 (89)</td>
<td>19 (95)</td>
<td>27 (96)</td>
</tr>
<tr>
<td>Left</td>
<td>11 (11)</td>
<td>1 (5)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Experience with simulators, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1 (1)</td>
<td>13 (65)</td>
<td>18 (64)</td>
</tr>
<tr>
<td>No</td>
<td>99 (99)</td>
<td>7 (35)</td>
<td>10 (36)</td>
</tr>
<tr>
<td>Type of simulator, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable</td>
<td>99 (99)</td>
<td>7 (35)</td>
<td>10 (25)</td>
</tr>
<tr>
<td>Virtual reality</td>
<td>1 (1)</td>
<td>3 (15)</td>
<td>7 (36)</td>
</tr>
<tr>
<td>Physical</td>
<td>0 (0)</td>
<td>10 (50)</td>
<td>10 (25)</td>
</tr>
<tr>
<td>Hybrid/augmented reality</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Videogaming experience, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>72 (72)</td>
<td>15 (75)</td>
<td>14 (50)</td>
</tr>
<tr>
<td>No</td>
<td>28 (28)</td>
<td>5 (25)</td>
<td>14 (50)</td>
</tr>
<tr>
<td>Videogaming frequency, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not applicable</td>
<td>26 (26)</td>
<td>4 (20)</td>
<td>14 (50)</td>
</tr>
<tr>
<td>Daily</td>
<td>1 (1)</td>
<td>1 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Weekly</td>
<td>27 (27)</td>
<td>3 (15)</td>
<td>4 (14)</td>
</tr>
<tr>
<td>Monthly</td>
<td>6 (6)</td>
<td>3 (15)</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Occasionally</td>
<td>40 (40)</td>
<td>9 (45)</td>
<td>7 (25)</td>
</tr>
<tr>
<td>Minimally invasive surgery experience, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>37 (37)</td>
<td>3 (15)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Basic camera manipulation</td>
<td>63 (63)</td>
<td>6 (30)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Basic operator level</td>
<td>0 (0)</td>
<td>11 (55)</td>
<td>10 (36)</td>
</tr>
<tr>
<td>Intermediate operator level</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>10 (36)</td>
</tr>
<tr>
<td>Advanced operator level</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>8 (29)</td>
</tr>
</tbody>
</table>

Validity Hypothesis 1: Relations to Other Variables

To explore validity evidence for relations to other variables, we compared the SIMISGEST-VR test scores across experience levels (known group construct validity). No statistically significant differences were found in the scores of the first trial in each task between novices and experts; however, the times taken to perform tasks 3 ($P=0.006$) and 6 ($P=0.02$) were statistically significantly lower for experts compared to those of the reference group (Table 3). Performance in task 5 was better for novices who had prior videogaming experience ($P=0.01$), as shown in Figure 3. When time was considered as a metric in task 3, a statistically significant difference ($P=0.006$) was found between the reference group and the experts in performing the first trial (Figure 4).
Table 3. Trial 1 scores and time between novices and experts.

<table>
<thead>
<tr>
<th>Metric and task</th>
<th>Score</th>
<th>P value</th>
<th>Time</th>
<th>Score</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1</td>
<td></td>
<td>.58</td>
<td>Task 1</td>
<td></td>
<td>.53</td>
</tr>
<tr>
<td>Task 2</td>
<td></td>
<td>.13</td>
<td>Task 2</td>
<td></td>
<td>.34</td>
</tr>
<tr>
<td>Task 3</td>
<td></td>
<td>.33</td>
<td>Task 3</td>
<td></td>
<td>.006</td>
</tr>
<tr>
<td>Task 4</td>
<td></td>
<td>.18</td>
<td>Task 4</td>
<td></td>
<td>.26</td>
</tr>
<tr>
<td>Task 5</td>
<td></td>
<td>.77</td>
<td>Task 5</td>
<td></td>
<td>.28</td>
</tr>
<tr>
<td>Task 6</td>
<td></td>
<td>.27</td>
<td>Task 6</td>
<td></td>
<td>.02</td>
</tr>
</tbody>
</table>

Figure 3. Box plot of scores in task 5 performed by the reference group, by prior videogaming experience.
Figure 4. Box plot of times in task 3, by level of training.

Validity Hypothesis 2: Internal Structure

The items demonstrated high internal consistency (Cronbach $\alpha=.81$). Regarding the final scores in all the tasks, no statistically significant differences were found between the first exercises and those 6 months later for the randomly selected participants from the reference group (Table 4); when time was assessed as a metric, statistically significant differences were found for tasks 4 (trial 10: $P=.048$) and 6 (trial 10: $P=.03$). This demonstrates full evidence for the internal structure and test-retest reliability with respect to the score and partial evidence with respect to time as a metric (Table 4).
Table 4. Test-retest score for novices showing reliability between trials.

<table>
<thead>
<tr>
<th>Metric, task, and trial comparison</th>
<th>Spearman correlation coefficient</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Score (initial vs 6 months later)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trial 1</td>
<td>0.200</td>
<td>.23</td>
</tr>
<tr>
<td>Trial 10</td>
<td>−0.294</td>
<td>.12</td>
</tr>
<tr>
<td>Task 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trial 1</td>
<td>0.0846</td>
<td>.66</td>
</tr>
<tr>
<td>Trial 10</td>
<td>−0.256</td>
<td>.18</td>
</tr>
<tr>
<td>Task 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trial 1</td>
<td>−0.036</td>
<td>.85</td>
</tr>
<tr>
<td>Trial 10</td>
<td>0.150</td>
<td>.44</td>
</tr>
<tr>
<td>Task 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trial 1</td>
<td>0.120</td>
<td>.53</td>
</tr>
<tr>
<td>Trial 10</td>
<td>0.338</td>
<td>.07</td>
</tr>
<tr>
<td>Task 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trial 1</td>
<td>0.341</td>
<td>.07</td>
</tr>
<tr>
<td>Trial 10</td>
<td>0.035</td>
<td>.85</td>
</tr>
<tr>
<td>Task 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trial 1</td>
<td>−0.321</td>
<td>.09</td>
</tr>
<tr>
<td>Trial 10</td>
<td>−0.030</td>
<td>.88</td>
</tr>
<tr>
<td><strong>Time (initial vs 6 months later)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trial 1</td>
<td>−0.005</td>
<td>.98</td>
</tr>
<tr>
<td>Trial 10</td>
<td>0.243</td>
<td>.20</td>
</tr>
<tr>
<td>Task 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trial 1</td>
<td>−0.082</td>
<td>.67</td>
</tr>
<tr>
<td>Trial 10</td>
<td>−0.216</td>
<td>.26</td>
</tr>
<tr>
<td>Task 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trial 1</td>
<td>0.121</td>
<td>.53</td>
</tr>
<tr>
<td>Trial 10</td>
<td>0.359</td>
<td>.06</td>
</tr>
<tr>
<td>Task 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trial 1</td>
<td>−0.141</td>
<td>.46</td>
</tr>
<tr>
<td>Trial 10</td>
<td>0.370</td>
<td>.048</td>
</tr>
<tr>
<td>Task 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trial 1</td>
<td>0.271</td>
<td>.16</td>
</tr>
<tr>
<td>Trial 10</td>
<td>0.330</td>
<td>.08</td>
</tr>
<tr>
<td>Task 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trial 1</td>
<td>0.097</td>
<td>.62</td>
</tr>
<tr>
<td>Trial 10</td>
<td>0.412</td>
<td>.03</td>
</tr>
</tbody>
</table>

**Validity Hypothesis 3: Consequences of Testing**
Among the reference group, statistically significant differences were found in the scores and the time taken to perform each task between the first and tenth trials. Among the experts, statistically significant differences were found in the scores in tasks 1 (P<.001), 3 (P=.03), and 4 (P=.01), and in the time taken...
to perform each task. These findings demonstrate a learning curve (Table 5).

Table 5. Score and time between trial 1 and trial 10, by level of training.

<table>
<thead>
<tr>
<th>Metric and task</th>
<th>Comparison trials</th>
<th>Novices, P value</th>
<th>Experts, P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task 1</td>
<td>1 vs 10</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Task 2</td>
<td>1 vs 10</td>
<td>.002</td>
<td>.052</td>
</tr>
<tr>
<td>Task 3</td>
<td>1 vs 10</td>
<td>.002</td>
<td>.03</td>
</tr>
<tr>
<td>Task 4</td>
<td>1 vs 10</td>
<td>&lt;.001</td>
<td>.01</td>
</tr>
<tr>
<td>Task 5</td>
<td>1 vs 10</td>
<td>&lt;.001</td>
<td>.31</td>
</tr>
<tr>
<td>Task 6</td>
<td>1 vs 10</td>
<td>.003</td>
<td>.63</td>
</tr>
<tr>
<td>Time</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task 1</td>
<td>1 vs 10</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Task 2</td>
<td>1 vs 10</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Task 3</td>
<td>1 vs 10</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Task 4</td>
<td>1 vs 10</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Task 5</td>
<td>1 vs 10</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Task 6</td>
<td>1 vs 10</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

In task 5, the reference group made statistically significantly fewer excess diathermy errors in the tenth trial than they did in the first trial (P=.003), which is evidence of a learning curve (Table 6).

Table 6. Excess diathermy errors when doing trials 1 and 10 in tasks 5 and 6, by level of training. Wilcoxon signed-rank test.

<table>
<thead>
<tr>
<th>Task and group</th>
<th>Trial 1, mean (95% CI)</th>
<th>Trial 10, mean (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Novices</td>
<td>0.205 (0.127, 0.282)</td>
<td>0.090 (0.031, 0.148)</td>
<td>.003</td>
</tr>
<tr>
<td>Experts</td>
<td>0.125 (0.039, 0.210)</td>
<td>0.089 (0.013, 0.164)</td>
<td>.56</td>
</tr>
<tr>
<td>Task 6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Novices</td>
<td>0.200 (0.105, 0.294)</td>
<td>0.205 (0.120, 0.289)</td>
<td>.90</td>
</tr>
<tr>
<td>Experts</td>
<td>0.250 (0.049, 0.450)</td>
<td>0.107 (0.010, 0.203)</td>
<td>.40</td>
</tr>
</tbody>
</table>

Response Process Validity

Study participants had the opportunity to observe each task in advance by watching a video, and they received basic instruction. The only feedback the participants received was from the simulator; they did not receive any other type of feedback from the instructor. Each of the 177 tests performed (148 initial tests and 29 test-retests) was supervised by the same person (FAL). Photographic documentation of every person performing the tasks was obtained. The final performance scores were defined in advance by using the formula described in another study [53]. The exercise results were stored in an SQL database light within the simulator app itself after each test.

SIMISGEST-VR Simulator Cost

The Leap Motion Controller costs approximately US $130, and the hardware elements cost approximately US $70. LapSim essence (Surgical Science Sweden AB) is a portable VR simulator that enables people to learn basic skills. It does not include haptics and is not available for sale, but it can be hired for 6 months at an approximate price of US $5500. To date, there are no publications about the validity of the tasks that this device proposes.

Discussion

General

The aim of this study was to evaluate a simulation instrument—SIMISGEST-VR—and to document the sources of validity evidence for task scores, relations to other variables, internal structure, consequences of testing, and response process. Technology-enhanced simulation is defined as an “educational tool or device with which the learner physically interacts to mimic an aspect of clinical care for the purpose of teaching or assessment [83,84].” The use of simulators for learning basic psychomotor skills in minimally invasive surgery has been supported by multiple systematic reviews [16,17,85-90]. In the current state-of-the-art conceptual framework, validity is defined as the appropriate interpretation or use of test results and therefore applies only to the scores or interpretation in a
specific context. The commonly used term valid instrument is inaccurate, and validity must be established for each intended interpretation [46,48,50]. Thus, when an evaluation instrument is said to be “valid” or to have been “validated,” it is essential to take into account the learning context, the performance context, the domain content, and the exigency of decisions taken on the basis of test results [91].

Validation refers to the process of collecting validity evidence to evaluate the appropriateness of the interpretations, uses, and decisions based on assessment results [52]. Validation is, therefore, a process and not an endpoint, and it involves gathering evidence and taking decisions based on the interpretation of the data obtained. In our case, validation required a series of experiments designed to provide evidence that the scores measured in SIMISGEST-VR reflected the technical skills they purported to measure [92].

The first step in any validity evaluation is to clearly define the construct. The construct we focused on validating was training and learning basic psychomotor skills in minimally invasive surgery using a low-cost portable simulator called SIMISGEST-VR. Several systematic reviews [16,93-96] have found that basic psychomotor skills can be learned in low-cost simulation models; however, low-cost simulators are often box trainers made from cardboard boxes [97], plastic crates [98], folding portable boxes [99], and boxes that require the use of laparoscopic equipment [100,101] or even an iPad [102]. There are no low-cost VR simulators on the market.

An important finding from this study was the high percentage of surgical residents and surgeons that had no experience with simulators, and the very low percentage of surgical residents who had experience with hybrid and VR simulators. This finding can be explained by the high cost of this type of simulator, which, in many countries, prevents the creation of simulation centers for learning basic psychomotor skills in minimally invasive surgery and constitutes an argument in favor of exploring the development of models of low-cost portable VR simulators such as SIMISGEST-VR. Ucelli [44] demonstrated a comparable outcome between supervised simulator practice and unstructured free simulator access without mentoring and, therefore, that “take home” simulation was both viable and economically beneficial.

**Validity Hypothesis 1: Relations to Other Variables**

It is currently considered that a comparison between reference individuals and experts does not constitute an important validity argument [103,104]. However, it is the type of evidence for relations to other variables that is most often referred to in the literature [105]. The SIMISGEST-VR tasks were unable to demonstrate any difference in the performance scores between the reference group and the experts. A statistically significant difference was found between these 2 groups only in the time taken to complete tasks 3 (P=.006) and 6 (P=.02), which were the most complex.

Although some studies support the hypothesis that videogaming experience has a positive impact on minimally invasive surgery performance [106-113]. In this study, a significant difference was found for the reference group only in task 5 (diathermy; $P=.003$); in the other tasks, prior experience did not have any impact on performance. The demographic characterization made it clear that frequent videogaming (daily or weekly) was low in all population groups, which can explain the absence of impact on performance.

The lack of evidence for relations to other variables in this study can also be explained by the simplicity and ease of the proposed tasks.

**Validity Hypothesis 2: Internal Structure**

The items demonstrated high internal consistency (Cronbach α=.81). A test should not be used if it has a Cronbach α<0.7, and it should not be used for important decisions on an individual unless the Cronbach α<0.9 [57,114-116]. In our case, therefore, the result enables us to support the use of SIMISGEST-VR tasks as a self-assessment test used for formative assessment [54].

Test-retest reliability is the correlation between scores for a test administered more than once among a homogeneous group of test takers at 2 different times (temporal stability); the longer the period of time, the less likely it is that a person will remember the simulator tasks and, therefore, the greater the test-retest threat will be [116-119]. In this study, the second exercise was performed 6 months after the first one, and the results obtained demonstrate significant evidence for the temporal stability of scores in the 6 tasks. When the metric used was time, similar results were obtained in all but tasks 4 ($P=.048$) and 6 ($P=.03$) when comparing the tenth trial.

**Validity Hypothesis 3: Evidence for Consequences of Testing**

The most important finding of this study is that that the reference group learned in all the SIMISGEST-VR tasks. Excess diathermy error, defined as a contact time longer than 2 seconds from the moment of initial contact, fell significantly ($P=.003$) between the first and tenth trials for task 5 in the reference group, which also constitutes evidence for a learning curve. The experts group achieved a learning curve in all the tasks when time was taken as a metric, and for tasks 1 ($P<.001$), 3 ($P=.03$), and 4 ($P=.01$) when the final score of the test was taken into account. We, therefore, consider that the SIMISGEST-VR tasks can be used for the purpose of enabling novices without any prior experience to learn basic psychomotor skills in minimally invasive surgery.

This study has several strengths. The reference group sample included 100 students from 2 faculties of medicine, one public and one private; surgeons from a range of specialties; and surgical residents in general surgery and obstetric-gynecologic surgery. Physical simulators require the presence of a specialized tutor, a scarce, high-cost human resource, whereas VR simulators provide metrics and automatic feedback and allow the physical presence of a tutor to be dispensed with. At times of a pandemic such as COVID-19, this concept of education via VR takes on considerable significance because it avoids the need for learners to travel to simulation laboratories and, therefore, avoids close contact between students and instructors. This study also has limitations. Although the size of the reference group was large, a larger expert group would have
been desirable. The sample size in our study was one of availability; as such, there are relatively more participants with minimal surgical experience compared to those with a lot of experience, such as senior surgical residents and surgeons. The low number of senior residents prevented significant results from being obtained when comparing them to the other groups. Another limitation of the data analysis in this study is that there was no statistical analysis performed before the trial to evaluate the proper sample size or to determine the Likert scale.

Conclusions
This study has provided evidence to support the use of SIMISGEST-VR as a low-cost portable tool for the purpose of enabling novices without any prior experience to learn basic psychomotor skills in minimally invasive surgery. The tasks for learning basic motor skills in minimally invasive surgery demonstrated high internal consistency and high test-retest reliability among the reference group when assessing the task scores. The expert group also managed to obtain a learning curve in all the tasks when assessing the time metric. In this study, we were able to demonstrate partial evidence for relations to other variables and strong evidence for internal structure and test consequences.

Future work streams include the creation of different levels of difficulty in the tasks. We also intend to develop an app that can be downloaded online, which contains the full training program. Finally, we hope to develop simulation models using the Leap Motion Controller and other gesture-recognition devices such as the Myo armband.
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Abstract
This paper focuses on key areas in which artificial intelligence has affected the chess world, including cheat detection methods, which are especially necessary recently, as there has been an unexpected rise in the popularity of online chess. Many major chess events that were to take place in 2020 have been canceled, but the global popularity of chess has in fact grown in recent months due to easier conversion of the game from offline to online formats compared with other games. Still, though a game of chess can be easily played online, there are some concerns about the increased chances of cheating. Artificial intelligence can address these concerns.

Introduction
All major chess events that were to take place in the second half of 2020 have been canceled, including the 44th Chess Olympiad and the match for the title of World Chess Champion. However, a lot of major national and international chess competitions were recently played online for the first time in history. Through the course of the COVID-19 pandemic, chess has been one of the few sports that has managed to remain relevant to the public and even gain popularity [1], with fans watching online chess tournaments from their homes.

Even though a game of chess can be played online in almost the same way it is played offline, there are some concerns about the increased possibilities of cheating, and many software companies are looking for a solution.

Context: Artificial Intelligence Progress Displayed in Chess
Artificial intelligence is undergoing a revolution, but at the same time, it has caused revolutionary changes in the world. Chess has inspired artificial intelligence progress for decades [2]. The developments in artificial intelligence for chess have advanced beyond gaming, changing the way machines and humans coexist. The progress of artificial intelligence, highlighted by strategic games, has affected many other areas of interest, as has already been seen in recent years.

One of the most famous human versus machine events was the 1997 victory of Deep Blue, an IBM chess software, against the famous chess champion Garry Kasparov [3]. However, this victory was mainly achieved by brute force, since the Deep Blue program searched millions of positions per second to play chess at a slightly higher strength (the program won the 6-game match with Garry Kasparov with a difference of only 1 point), so it was probably more impressive that Kasparov, using human intuition, could still be almost as strong as a computer searching millions of positions per second. In the following years, computing power advanced to the point where even the best chess players had no chance of defeating a modern chess engine, as has been previously stated [4].

Significant progress in artificial intelligence–related fields was made only 20 years later when AlphaZero won a chess match in 2017 against Stockfish, one of the most powerful chess engines ever created, after a self-learning process of only 4 hours.

The AlphaZero algorithm did not try to use the brute force of computing power to identify as many moves as possible on the chessboard. Instead, using reinforcement learning, humans’ learning process was mimicked by studying an impressive...
number of chess games [5]. Such interaction with the environment is how people learn. Reinforcement learning, whereby an agent tries to maximize the reward in a “complex, uncertain environment” [6], is just a computational approach to interactive learning. The creators of AlphaZero claimed that the algorithm can learn to optimize decisions in any scenario without changes or guidance [7], and this was truly a breakthrough.

Furthermore, an algorithm that is even beyond AlphaZero was released just a year ago. On November 19, 2019, DeepMind launched the latest algorithm based on reinforcement learning, MuZero. The MuZero algorithm learned to play chess better than AlphaZero without even initially being told the rules of the game. The MuZero learning algorithm has a maximum of 1 million chess games saved in the buffer, with 3000 games played in parallel, as has been stated by Schrittwieser et al [8]. This was possible because DeepMind had access to Google’s vast cloud infrastructure and used thousands of tensor processing unit chips specifically designed for neural network calculations.

There is no way to calculate every possible move on the chessboard up to the end of the game due to the number of possible positions in chess. The first tablebases that tried to solve at least the 5- to 6-piece chess endgames were developed by Ken Thompson [9]. The large amount of storage required to do this makes it impossible to realize this idea for all possible chess positions even to this day.

Thus, the AlphaZero program’s learning of the game of chess in 4 hours with only the rules of the game was remarkable. Still, in the real world, these rules are rarely known. Therefore, the new MuZero algorithm, which manages to play chess on the same level as AlphaZero without receiving these rules, is even more spectacular. Later, even open-source engines such as Leela Chess Zero managed to reach the MuZero level and even surpass it. This was possible using computer power and improvements to the source code provided by a large number of volunteers around the world [10].

**Artificial Intelligence Used for Cheat Detection in Chess Tournaments**

It was thought for a long time that people would use artificial intelligence to learn how to play chess better, but now it is successfully used to detect if some contestants play better than they should, considering their game history. Still, these cheat detection mechanisms come with several controversial issues of their own.

As mentioned in the Anti-Cheating Guidelines published by the International Chess Federation (FIDE) in 2014, in most cases, a handheld metal detector is enough to ensure that electronic devices are not being carried into the playing venue, providing cheating protection for onboard games. However, for online chess games, cheat detection has proven to be much more difficult. Almost 4000 players coming from 55 European federations registered for the European Online Chess Championship that took place in May 2020, which was a record number of participants in an official international chess championship. A total of 5 out of 6 players at the top of the B group (rating of 1400-1700) of the European Online Championship were disqualified. In total, more than 80 participants have been disqualified in all categories, which is approximately 2% of the players, the majority being from the beginners or youth categories. Numerous disqualifications at the first-ever European Online Chess Championship highlighted the greatest challenge faced by online chess: cheating [11].

Recently, various software companies, including DeepMind, which developed MuZero, have been working hard to improve existing cheat detection software or even to develop completely new software that will be able to estimate with almost 100% accuracy whether a player is cheating. For example, on Chess.com, a cheat detection system uses millions of chess games stored in its database to create a statistical model that assesses the low probability that a human player will match the top choices of an engine or even surpass the games of some of the greatest chess players in history. All reports of possible cheating are then carefully analyzed by a team of experts. The results are published every month in the website’s “Month in Review.”

Most of the games played during this period have been rapid chess, and chess games played with a longer time per player will be an even bigger problem, as there will be more time for possible forbidden electronic assistance. FIDE has already approved a complex cheat detection technology and an artificial intelligence behavior-tracking module for the FIDE Online Arena games. These online competitions were previously considered separate from the onboard ones, but in the recent pandemic context, the distinction between offline and online has been diminished, with many official competitions being played online for the first time in history.

**Cheat Detection Issues**

There are some sensitive issues that should be considered regarding online playing and fraud detection. First, there is a possibility of a noncheating player being classified as a cheater. This would clearly cause serious problems in the career of such a chess player. It is difficult to make this type of analysis for a chess player in their first game ever recorded, but after playing several games in an official online tournament, these programs can easily identify the unlikely differences between normal plays and the plays in which chess engines are used.

Trying to use chess engines every time to play perfectly is not plausible either; this is also easy to detect, as the player would rank first, and in this case, the play can be evaluated by a human expert. Consequently, for those whose playing fluctuates because they sometimes rely on their own decisions and sometimes use chess engines, the new type of cheat detection software based on artificial intelligence detects this very well, with much higher speed and accuracy than a human referee. All suspected cases of fraud are then checked individually by a team of experts in the field before being made public.

The software uses a particular kind of algorithm to detect an unlikely chess move from a specific player. To catch an alleged cheater, the software assesses a set of chess positions played by a certain player (preferably at least a few hundred but the
analysis can also work with just a few games) and translates them into a personal performance rating. This helps determine a nonplayable move by using a machine learning algorithm based on clustering, and the result is a list of flags indicating cheating. Of course, when there is a higher number of chess games played by a specific player in the training set, the program will have higher accuracy.

Cheat detection algorithms must be applied carefully to top players because whenever one of them makes a novel move, it could trigger the fraud signal. Still, we can assume that the best players in the world would not risk their reputation over a tournament. It is thought that practicing chess develops certain intrinsic qualities related to fairness, which is probably why most performance chess players never cheat. However, the growing popularity of online chess, especially in recent months, has led to an increase in the number of people completely outside of the chess world trying to win major online tournaments, and some of these people have tried to use chess engines to play better than they normally would at the chessboard.

Conclusions

What is important for progress in the field of artificial intelligence is that we can measure any breakthrough in machine learning algorithms, for example, through the chess engines that are using them. In other words, it could be argued that chess is a battleground of artificial intelligence, as it is the perfect way to test the battle between human intuition and massive computing power. Due to the complex but well-defined nature of strategic games in general, they have proven to be a perfect environment for testing any progress in artificial intelligence.

Competing against other online players is a bigger part of chess competitions today than ever before, so is not surprising that online fair play is taken more seriously both by chess players who see cheating as a huge impediment to their entire game experience and by companies who create cheat detection software.

Cheat detection software has already been used for important games onboard, even before the COVID-19 pandemic, but this period of forced digitalization has meant that the implementation of cheat detection software has been done on a large scale, even for entertainment games.

We have reached a fundamental question about the entertainment value of chess: What do people really want to see—chess games played between chess players who are sometimes wrong (this being probably the most interesting and educational part to watch) or games played by chess engines, which are beautiful but painfully perfect? Moreover, how do we evaluate the entertainment value or the educational power of a chess game? It is important to analyze what beauty really is in chess. Algorithms for beauty detection in chess diagrams are currently being developed, but this is a topic that needs to be addressed in a future paper.
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