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Abstract

Background: Violence and aggression are significant workplace challenges faced by clinicians worldwide. Traditional methods of training consist of “on-the-job learning” and role-play simulations. Although both approaches can result in improved skill levels, they are not without limitation. Interactive simulations using virtual reality (VR) can complement traditional training processes as a cost-effective, engaging, easily accessible, and flexible training tool.

Objective: In this exploratory study, we aimed to determine the feasibility of and barriers to verbal engagement with a virtual agent in the context of the Code Black VR application. Code Black VR is a new interactive VR-based verbal de-escalation trainer that we developed based on the Clinical Training Through VR Design Framework.

Methods: In total, 28 participants with varying clinical expertise from 4 local hospitals enrolled in the Western Sydney Local Health District Clinical Initiative Nurse program and Transition to Emergency Nursing Programs and participated in 1 of 5 workshops. They completed multiple playthroughs of the Code Black VR verbal de-escalation trainer application and verbally interacted with a virtual agent. We documented observations and poststudy reflection notes. After the playthroughs, the users completed the System Usability Scale and provided written comments on their experience. A thematic analysis was conducted on the results. Data were also obtained through the application itself, which also recorded the total interactions and successfully completed interactions.

Results: The Code Black VR verbal de-escalation training application was well received. The findings reinforced the factors in the existing design framework and identified 3 new factors—motion sickness, perceived value, and privacy—to be considered for future application development.

Conclusions: Verbal interaction with a virtual agent is feasible for training staff in verbal de-escalation skills. It is an effective medium to supplement clinician training in verbal de-escalation skills. We provide broader design considerations to guide further developments in this area.

(JMIR Serious Games 2022;10(3):e38669) doi:10.2196/38669
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**Introduction**

**Background**

Violence and aggression in health care settings is an international problem, with one-fifth of health care professionals experiencing violence perpetrated by patients or family members every year [1]. The implementation of effective training in high-quality verbal de-escalation skills has been shown to be vital for the well-being of staff and patients. When used early, these skills can prevent escalation of the situation to violence [2].

“A Code Black is any incident where hospital staff are threatened with or experience verbal, physical or psychological abuse or attack during the course of their employment and a staff response is required” [3]. The code black response involves a variety of interventions that may be required preincident occurrence, during the incident, or postincident occurrence [3]. There is evidence that the delivery of high-quality violence and aggression minimization training has a positive impact on staff member’s perceived confidence in managing these situations [4]. In addition, this style of training correlates with a reduction in the number of incidents of violence and aggression occurring in health care [5].

Current practice for Violence Prevention and Management training within our Local Health District (LHD) is conducted using a traditional face-to-face didactic simulation and skills station format. This training allows clinicians to collaborate and practice these skills in a group setting with expert support from course instructors. Simulation has been clearly established as an effective way to train clinicians in the application of skills and to reduce anxiety before the application of these skills [6]. However, a significant challenge posed by this type of training is that it requires significant resources and clinicians to be present in a fixed location and time [7]. Given the resource limitations, the complexity of staffing requirements, and the high number of staff members requiring training, the current demand for this training far exceeds the capacity for the program’s delivery. In addition, there is a need for refreshers training for staff, and this is not factored into the current program’s face-to-face delivery schedule. E-Learning training modules and videos are available; however, there are questions about the efficacy of e-learning to impact health care professional’s behaviors, skills, or knowledge [8].

Owing to these challenges and the increasing occurrence of code black, we developed a pilot supplemental virtual reality (VR)–based application to support clinician education in code black management. The initial phase of this project scoped the breadth of the problem and involved staff interviews and incident review. Our initial findings highlighted that staff required training on how to recognize behaviors of concern in an individual and practice in verbal de-escalation skills to minimize or prevent aggression or violence toward a staff member [2]. Therefore, we reasoned that there is a need for readily accessible and frequently repeatable experiential training in managing code black events [3].

To address the barriers of access, cost, and availability of training, VR is being adopted as a supplemental modality to support clinician education in several scenarios [9]. For example, VR has been explored to train students in conflict management as part of the research being conducted by the University of Newcastle [10]. While still in trial, the approach is being well received by students and is showing potential for providing education in this challenging area. Previously, we used VR as a tool within the health district to train clinicians in the management of advanced life support (ALS) [11]. Building upon our experience in this area and our findings in previous VR user needs analysis [12], we developed a VR-based application to support code black training.

**VR Technology for Verbal De-escalation Training**

The novel capabilities of VR provide significant potential for educators to use this approach to supplement and, in some cases, replace traditional learning modalities [13,14]. The interaction with 3D representations of people, items, and environments in real time can allow users to practice the application of skills. Deploying a VR app on portable and standalone VR head-mounted displays (HMDs) enables users to engage with training in a time and setting of their choosing, which may not have been possible otherwise [9,15]. In addition, the level of blocking out of the physical world made possible by the VR HMDs can further increase the immersion of the user and increase presence; that is, the feeling of being “present” in the scenario [16]. This results in the suspension of disbelief and the generation of authentic reactions in users due to increased engagement with the experience. The ability to record and assess user interactions within a VR app allows for completely objective, structured assessment and feedback on the platform, which can be difficult with human assessors [17]. Voice recognition within the application can add an element of increased engagement with the technology but also brings with it challenges and limitations with regard to misinterpretation or misunderstanding errors, which must be overcome [18].

**Conversational Agents for Training**

Increasing processor power and technological advancements have resulted in the emergence of virtual conversational agents as a potential training modality. BodySwaps is a company developing VR-based “soft skills” training where users can observe interactions between virtual agents and make structured observations and interact with the virtual agent to provide comment and feedback [19]. The responses are recorded and provided as feedback to the user for development. The content provided to the users focuses on human resources and management-style scenarios. Other studies using virtual conversational agents have been conducted by the University of Newcastle in an application built to train student nurses called “Angry Stan.” The application uses biofeedback to train clinicians to remain calm in confronting situations. The user responses are chosen from a multiple-choice list of scripted responses, and the agent responds to both the choices made by the user and their chosen responses [20].

https://games.jmir.org/2022/3/e38669
Objectives

It is clearly identified that a structured and coordinated response by well-trained staff using a shared organizational approach is vital to minimize the risk to both staff and patients [21]. Given the identified barriers to the accessibility of existing training approaches, we aimed to develop a VR-based supplemental code black training application. We have previously developed VR-based applications to support clinical education in areas such as ALS management, leadership, clinical handover, and dignity in the workplace [11]. However, verbal interaction with a virtual agent that can respond to user input is a far more complex challenge, and there is little research that can guide the design of such interactions.

The aim of this study was 2-fold: (1) to determine the validity of using the existing “Clinical Training Through VR Design Framework” to assess the feasibility of VR-based education modules [12] and (2) to identify specific design requirements for a VR-based agent to train clinicians in verbal de-escalation skills in the context of code black management.

The Clinical Training Through VR Design Framework involves 8 factors that define the clinician training needs that must be supported within the VR environment and through the interactions [12]. These factors are realistic tasks, visibility, completion, accessibility, agency, diverse input modalities, mental models, and advanced roles [12]. In this original iteration of the framework, a subgrouping of some commonly associated factors was provided.

Methods

Overview

This was a mixed methods study. Opportunistic recruitment occurred during the Western Sydney LHD (WSLHD) Transition to Emergency Nursing and Clinical Initiative Nurse programs. Five workshops were conducted during these programs, each lasting approximately 20 minutes at the Westmead Hospital Simulated Learning Environment for Clinical Training simulation center. Data were collected through qualitative observation notes by researchers and a postuse survey was completed by participants, which were put into the context of analytic data obtained from the Code Black VR system.

At the start of the study, participants were given an orientation that consisted of a brief overview of the study and instructions regarding the use of the Oculus Quest 2 headsets. Following the orientation, the participants undertook multiple unguided playthroughs in VR with instructors (NM, MB, and JD) observing the group and answering any questions. Each individual playthrough lasted approximately 10 minutes. Upon completion, the participants completed a questionnaire based on the System Usability Scale (SUS) [22] and had the opportunity to add open-ended comments at the end. The SUS was used for this study because it is a widely adopted tool for the evaluation of user interfaces with a focus on usability [23]. The SUS consists of 10 distinct questions designed to evaluate the user interface. Each question was rated on a 5-point scale ranging from strongly agree to strongly disagree. The final calculation provides a score of 0 to 100 with a SUS score of more than 68 being deemed “above average” [22]:

1. I think that I would like to use this system frequently.
2. I found the system unnecessarily complex.
3. I thought the system was easy to use.
4. I think that I would need the support of a technical person to be able to use this system.
5. I found the various functions of this system were well integrated.
6. I thought there was too much inconsistency in this system.
7. I would imagine that most people would learn to use this system very quickly.
8. I found the system very cumbersome to use.
9. I felt very confident using the system.
10. I needed to learn a lot of things before I could get going with the system.

The researchers present during the session also documented their reflections on the overall session after the workshops. The data obtained from the SUS were consolidated, and a final score was calculated to determine the overall usability of the system. A thematic analysis was conducted on participants’ open-ended comments to identify common themes and better understand the user experience of the tool. Researcher observations were summarized separately, offering insights into the identified themes. In addition, the back-end application records the success and failure of speech-to-text (STT) interpretations. These analytics were collated to provide objective data on in-app use.

Code Black VR

Design Rationale

On the basis of prior experience with developing simulation-based educational experiences in both traditional and virtual settings, we identified that any solution to support this training needed to be flexible and must address the needs of both clinicians and educators alike. In our view, to be truly flexible, the VR solution had to run on portable and untethered HMDs. This allows “free range” deployment into any environment as there is no need for any additional external computers.

To address the requirement of verbal de-escalation skill training, a realistic dialogue between the user and the virtual agent is vital. In collaboration with Frameless Interactive, we used microphone access within the applications for the Oculus Quest 2 HMD. Microphone access allows voice-to-speech transcription to occur within the VR application. Keyword analysis and categorization of the resulting text file enables the app linguistic program to produce text-based responses that are then converted by text-to-speech software using the Google text-to-speech application programming interface into credible verbal interaction with a virtual agent within the HMD. Using the 8 preidentified affordances is vital for VR design for clinician education, and this guided the initial prototype build of the Code Black VR verbal de-escalation trainer that was tested in this study.

The application was created to work on the Oculus Quest 2 HMD [24]. The portable nature, processing power, and microphone capability of the Quest 2 makes it an ideal choice.
for this application. The Code Black VR verbal de-escalation training application was built on the Unreal game engine [25]. Unreal was used because it has high-level textures and editing capabilities and provides a finished product of a high visual standard. In addition, we were able to leverage developments and learnings from the ALS-SimVR [11] app to improve the cost-effectiveness of the development process.

**Verbal De-escalation Trainer Walkthrough**

The interactive simulation positions the user in an emergency department (ED) waiting room in front of a visibly distressed digital conversational agent named Louis. The man identifies himself as the son of a patient who is awaiting review by a physician. The man is distressed by how long they have been waiting. The user who was an ED nurse, was instructed during the orientation to press the “Y” or “B” buttons on the Quest 2 controller using a push-to-talk approach to verbally respond to the patient. Following the user response, the agent responds in either a positive or negative fashion, depending on the input. Responses categorized as compassionate resulted in a decrease in the agent’s level of aggression; responses categorized as confrontational resulted in an increase in the agent’s level of aggression. The responses also drive an increase or decrease in the background “frustration level,” which controls the agent’s animations and subsequent responses. In the prototype build, the user can also see information about the progress of the scenario, such as the current “frustration level,” recorded STT results, and agent responses (Figure 1).

Following a series of verbal interactions or a set period, the user will have either increased or decreased the agent’s frustration level, and the scenario will conclude depending on what the user said and how they responded. Following the end of the scenario, the user is presented with their performance data (Figure 2). These data are also recorded on the SimDash Learning Management System created by Frameless Interactive to support all of our VR-based applications. This learning management system allows for more in-depth feedback. The user can later log in to review their performance over time.

**Figure 1.** Virtual conversational agent with status, frustration, response, and speech-to-text result.

**Figure 2.** User feedback after the scenario.
Overview of Code Black VR: Verbal De-escalation Training Application Architecture

The application places the user in a medical setting with proprietary emotional, conversational artificial intelligence (AI) called DriftAI, which drives an agent’s animation and voice. At the start of the scenario, the “frustration level” of the AI, as represented by the digital agent, approaches an angry state, and the user must attempt to de-escalate the agent. The emotional state of the agent shifts depending on what the user says. The AI captures the user’s speech input and analyzes the content of the conversation to determine the user’s intent. It then adjusts the mood of the agent and selects an appropriate response based on the agent’s emotional state for that intent (Figure 3).

Figure 3. Artificial intelligence (AI) conversation flow.

The AI response is generated in several ways, from an audio source with associated facial motion capture, AI-generated voice with lip sync, or only text. This choice depends on whether the generated response is already “known” by the system. The dialogue tree is structured in a “sandbox” format. This provides the advantage of allowing any intent to be matched at any time, reducing the need for a large number of predetermined intents to be in place. The scenario runs on a strict input and response system. The story will only advance each time the user inputs something and the agent responds to it. This is repeated until an end point is reached, such as the agent is too angry or the user has successfully de-escalated the agent.

Ethics Approval
This study was approved by the WSLHD Human Research Ethics Committee (2019/ETH00598). All the participants provided written informed consent.

Results
Overview
In total, 28 (19 female and 9 male) participants involved in the WSLHD Clinical Initiative Nurse program from 4 local hospitals participated in this study. Some participants were clinicians and educators (n=6) involved in the delivery of the program while others were junior to intermediate clinicians who were course participants (n=22). All participants had varied levels of experience working in LHD EDs, and the prerequisite of participation in the Clinical Initiative Nurse or Transition to Emergency Nursing Programs is some level of ED experience and exposure to aggression.

SUS Scoring
All collected SUS data were analyzed according to the SUS scoring procedure of adding all odd-numbered questions and subtracting 5 to obtain X, adding all even and subtracting the total from 25 to obtain Y, then adding X by Y and multiplying by 2.5 [22]. Where there was a missing response, the average of the other responses was used in the calculations. Clinicians and education groups were reported separately to aid in identifying any differences in perspective regarding perceived usability. The scores are listed in Table 1.
Table 1. System Usability Scale (SUS) scoring of the participants (N=28).

<table>
<thead>
<tr>
<th>Participant</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Q4</th>
<th>Q5</th>
<th>Q6</th>
<th>Q7</th>
<th>Q8</th>
<th>Q9</th>
<th>Q10</th>
<th>SUS (×2.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinician 1</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>62.5</td>
</tr>
<tr>
<td>Clinician 2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>42.5</td>
</tr>
<tr>
<td>Clinician 3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>42.5</td>
</tr>
<tr>
<td>Clinician 4</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>82.5</td>
</tr>
<tr>
<td>Clinician 5</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>65</td>
</tr>
<tr>
<td>Clinician 6</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>40</td>
</tr>
<tr>
<td>Clinician 7</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>57.5</td>
</tr>
<tr>
<td>Clinician 8</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>65</td>
</tr>
<tr>
<td>Clinician 9</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>80</td>
</tr>
<tr>
<td>Clinician 10</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>65</td>
</tr>
<tr>
<td>Clinician 11</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>DNC</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>67d</td>
</tr>
<tr>
<td>Clinician 12</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>52.5</td>
</tr>
<tr>
<td>Clinician 13</td>
<td>1</td>
<td>4</td>
<td>DNC</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>72d</td>
</tr>
<tr>
<td>Clinician 14</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>75</td>
</tr>
<tr>
<td>Clinician 15</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>57.5</td>
</tr>
<tr>
<td>Clinician 16</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>65</td>
</tr>
<tr>
<td>Clinician 17</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>70</td>
</tr>
<tr>
<td>Clinician 18</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>72.5</td>
</tr>
<tr>
<td>Clinician 19</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>75</td>
</tr>
<tr>
<td>Clinician 20</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>65</td>
</tr>
<tr>
<td>Clinician 21</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>47.5</td>
</tr>
<tr>
<td>Clinician 22</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>45</td>
</tr>
<tr>
<td>Education 1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>40</td>
</tr>
<tr>
<td>Education 2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>47.5</td>
</tr>
<tr>
<td>Education 3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>65</td>
</tr>
<tr>
<td>Education 4</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>DNC</td>
<td>3</td>
<td>44d</td>
<td>44d</td>
</tr>
<tr>
<td>Education 5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>65</td>
</tr>
<tr>
<td>Education 6</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>42.5</td>
</tr>
</tbody>
</table>

aQ: question.
bAverage usability: 59.5.
cDNC: did not complete.
dAverage of results used to calculate total.

Thematic Analysis

Three researchers (NM, MB, and JD; all experienced in educational VR development) performed a thematic analysis [26]. Owing to the clinical skill overlap between the clinical and educational participants, we decided to conduct the thematic analysis on the combined data. After coding, the comments were grouped based on the factors defined in the design framework reported in our previous study [12]. The factors identified in the previous study helped inform the development of this application and as such were relevant to the analysis of the newly gathered data [12]. The data were then reviewed using an inductive (bottom-up) approach following the process of reflexive thematic analysis (Braun and Clarke [26]) to identify any potential codes and themes that may fall outside the initial design framework.

This process helped determine whether design considerations made more broadly for VR clinical training applications correlate with participant experiences in Code Black VR given that this app uses verbal interactions with a conversational agent. Participants provided insights and comments that specifically corresponded to the 8 factors defined in our framework. However, we also identified 3 other factors that were salient in relation to Code Black VR specifically, namely motion sickness, perceived value, and privacy. For clarity, we have removed the
subcategory of affordances. All factors and exemplar descriptions are summarized in **Textbox 1**.

**Textbox 1.** The revised Clinical Training Through Virtual Reality Design Framework with 11 factors guiding the experience design and exemplar statements.

<table>
<thead>
<tr>
<th>Factors and exemplar statements</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Advanced roles</strong></td>
</tr>
<tr>
<td>The ability to manage tasks at an acceptable standard</td>
</tr>
<tr>
<td><strong>Accessibility</strong></td>
</tr>
<tr>
<td>Clarity as to how commands are given and accessed</td>
</tr>
<tr>
<td><strong>Agency</strong></td>
</tr>
<tr>
<td>The environment providing opportunity to control workflows autonomously and make choices that align with prior experiences, such as multitasking</td>
</tr>
<tr>
<td><strong>Completion</strong></td>
</tr>
<tr>
<td>Clear commencement and completion prompt to task</td>
</tr>
<tr>
<td><strong>Diverse input modalities</strong></td>
</tr>
<tr>
<td>The environment replicates natural input modalities such as issuing commands verbally</td>
</tr>
<tr>
<td><strong>Mental models</strong></td>
</tr>
<tr>
<td>The environment design and prompts align with how the clinical environment operates (eg, 2 minutes of cardiopulmonary resuscitation completion)</td>
</tr>
<tr>
<td><strong>Motion sickness</strong></td>
</tr>
<tr>
<td>That all efforts are made to reduce the experience of motion sickness for the user so they can engage with the experience</td>
</tr>
<tr>
<td><strong>Perceived value</strong></td>
</tr>
<tr>
<td>The application provides an experience perceived as valuable by the user</td>
</tr>
<tr>
<td><strong>Privacy</strong></td>
</tr>
<tr>
<td>The application and deployment experience should maintain the user’s privacy</td>
</tr>
<tr>
<td><strong>Realistic tasks</strong></td>
</tr>
<tr>
<td>Common clinical tasks should be available for completion in a realistic manner</td>
</tr>
<tr>
<td><strong>Visibility</strong></td>
</tr>
<tr>
<td>Clear visible assets aligned with environmental orientation</td>
</tr>
</tbody>
</table>

**Factors**

**Advanced Roles**

Many participants, particularly from the educator group, identified limitations in the way the application handled some of the “higher order” or “advanced skills” they would bring to a de-escalation situation. These included considerations of physical proximity, long-form verbal responses (which were often not interpreted accurately by the application), and the ability to bring the agent’s father into the discussion.

**Accessibility**

Participants highlighted the need for a more comprehensive orientation as to “what to do” and that it was “a bit overwhelming for a first timer.” One participant provided feedback, “I would need more education on how to work it.” Participants expressed preferences for the verbal interaction approach, but the “push-to-talk” method of interacting seemed to be counterintuitive or was forgotten by some participants during scenario playthroughs.

**Agency**

Participants wanted the ability to control and perform the required actions based on their personal experience. In the context of verbal de-escalation in health care, this poses a technological challenge. The often-lengthy verbal responses provided by clinicians were challenging for the AI to understand. This resulted in situations where participants stated, “the AI didn’t respond appropriately to a lot of my responses.” This often resulted in both a failure to detect what was captured accurately and interpret it correctly.
Completion

Lessons learned from our previous work in VR, which at times was unclear when the given experience was completed, informed the researchers to ensure a clear distinction for the participants as to when the verbal de-escalation scenario had finished. At the completion of the scenario, the participants were presented with feedback on their performance. They were then given the opportunity to restart the scenario and exit the application.

Diverse Input Modalities

Given the nature of verbal de-escalation skills requiring verbal interactions, participants found verbal interactions with the agent to be an important aspect of the application. Challenges were noted at times with inaccurate interpretations of what the participants had said by the application. Other input modalities, such as reducing proximity to the patient as a de-escalation tool, were also highlighted by the participants.

Mental Models

Several participants, particularly from the educator group, commented that the approach they were required to take for success within the application did not align with the approach they would take in the clinical environment. As noted in the Advanced Roles section, clinicians will use a variety of strategies to de-escalate a situation. The requests for response to “proximity” and being able to “utilise the dad to de-escalate the situation,” all spoke to the need for greater representation of participants’ mental models, which can be addressed in future iterations of the application.

Motion Sickness

Of the 28 participants, 3 (10%) either had their experience cut short or impacted due to motion sickness. One responder stated, “made me feel dizzy and I could not continue,” and another stated, “I felt uneasy standing.”

Perceived Value

As adult learners, for clinicians to engage with any educational approach, they must perceive the experience to have value and provide motivation to learn [27]. The perceived value of the verbal de-escalator experienced was mixed within the group, from positive sentiments, “I think it is a very clever concept and could definitely help to improve aggression in a waiting room and to learn how to de-escalate the situation before it gets worse” and “I think and can see a system like this could help train staff with de-escalation,” to those who questioned its value over simulation or its value for money, “it seems like a very expensive educational tool.”

Privacy

Some participants expressed concerns around “privacy.” For some participants, being aware of the presence of colleagues around them participating in the same experience was confronting and challenging at times. One participant reported, “I freaked out not knowing who was near me and where,” and another stated, “It felt very disconcerting having other people in the room I could hear but not see.”

Realistic Tasks

The participants in our study identified a clear need to be able to complete verbal de-escalation in the virtual environment in a manner that replicated the clinical environment. These include moving further from or closer to the patient and using broad and complex language constructs. In addition, the use of emotional and facial cues from the agent were requested as they are key skills used in de-escalation.

Visibility

Participants highlighted, on multiple occasions, the need for increased visibility and realism of the agent they were de-escalating and the surrounding environments. For example, the facial expressions of the agent did not adequately reflect participants’ expectations of a verbally aggressive person. One clinician stated, “his expression and body language didn’t change.” This is largely a technological and budgetary issue.

Observations

Observations made by the research team highlighted several barriers that inhibited the participants’ ability to reach the desired objectives within the application. Despite initial concerns about the learning curve required to access the application, based on previous VR deployments, we noted that the participants seemed to orientate to the interaction within a few minutes and engage quite quickly and naturally with the virtual agent. We suggest that this was due to the simplicity of the design; that is, there were only 2 buttons on the controller required to engage with the application (front trigger for selection and the top Y or B button for push to talk) and then interact verbally, which is an inherent skill of all participants.

We noted comments from the participants requesting training in the skills required for de-escalation before using the application. We plan to implement a training mode within the application itself that would be completed before experiencing the simulation scenario. We initially assumed that participants would feel adequately prepared to respond to the situation in this setting. However, our observations have further reinforced the need to provide the opportunity for both tutorials on how to use the application and for training for the specific skills to be used before the virtual simulation within the application for use, if required. This lack of appropriate orientation affected the accessibility of the application.

As this is a beta pilot version, the application presents the participant with minimal preparation for the scenario. However, this setting represents a common and realistic situation faced by clinicians working in the ED. Nevertheless, it was clear that this was an issue for some participants who were seeking further information, such as the agent’s father’s condition or more background information normally available in the medical records.

Analytics Data

A total of 79 scenarios were captured and uploaded to the database during the workshops. In some instances, some scenarios may not have been captured because of participant error or early disconnection. In the 79 scenarios, a total of 416
“interactions” with the AI occurred. Of these 416 interactions, 96 had an empty STT input, which indicates nonrecognition of what the participant had said. This may have occurred because of a misalignment between when the participant pressed the button to start recording and when they started verbally responding to the agent.

Discussion

Principal Findings
The results of this study provide novel insights into the potential benefits of using verbal interactions with a VR-based conversational agent to supplement traditional verbal de-escalation training. It has been shown that immersive high-fidelity simulation can be beneficial over participant-to-participant role play due to a higher level of authenticity presented to enable the learning of verbal skills [28]. However, to date, there is little evidence of how such simulations can be translated into virtual settings with an elevated level of accuracy. This is principally due to the technology still being in relative infancy as well as the core functionality of speech recognition having identified challenges for more specialized use [29].

We conducted usability testing with feedback collated from the SUS form and free-text comments, as well as detailed observations taken throughout the study. The findings indicated the feasibility of the 8 factors identified to be key to the experience of users in VR training applications [12]. This study can provide a useful design direction for Code Black VR and future VR applications for clinical training. The feedback also highlighted several factors that impacted the experience, specifically within the Code Black VR, which were not part of the existing framework, motion sickness, perceived value, and privacy. We believe that these findings were identified because new factors included in this study were not observed in our previous work. The larger number of participants increased the likelihood of having participants who experienced certain elements of motion sickness, which is a well-documented side effect for some users [30]. We believe the “perceived value” factor arose in this study as it speaks to the highly specialized context of this application. Verbal de-escalation skills are perceived as a vital skill by and for clinicians; however, there is no real standardized way in which the content is delivered. Traditionally, these are skills established over years of service with significant complexity and nuance in their execution [3]. The factor of privacy was an unexpected but valuable outcome from this study. In previous studies, authors had conducted VR-based trials with small groups or individual interventions. The nature of this study and the logistics of completing it during the available time slots meant that larger groups were undertaking the experiences in closer proximity. This resulted in an innate awareness of the proximity of others and highlighted the need for this to be considered in future deployment strategies.

The average usability score of 59.5 placed Code Black VR’s usability into the “poor” ranking on the usability scale. An SUS score below 68 indicates issues with design that require research and resolution [23]. This was not surprising, as the aim of this study was to test the feasibility of a newly developed prototype with significant scope for growth. The SUS tool helped the team identify areas of improvement to focus on in the next phase. One example was the need for improved orientation to the application; for example, through an interactive tutorial. We had acknowledged this need previously but underestimated its importance, given the perceived “natural verbal interactions” that the application was incorporating. This provides useful insight for future development and research in this area.

One surprising observation we made was the difference in perceived usability between the educator group (average score 50.6) and the clinician group (average score 61.6; Table 1). We suggest that this disparity arises from the different frames of reference of the more skilled and experienced clinicians and the perceived requirements of experience to train high-level verbal de-escalation skills. This was compared with the understanding of the requirements of the more junior group of clinicians in the study group. This finding aligns with our targeting of the application toward novice or intermediate entrants to the profession to develop basic levels of skills. The ultimate outcome is for high-level dialogue with a virtual agent; however, this requires significant further research and development of the AI system to reach that level of maturity, which is not achievable in the short term for these projects. Understanding the differences between the experience of the 2 groups provides a useful distinction for future studies on VR apps for clinical training and one that has not been addressed in the literature.

The analytics data allowed us to determine the number of completed scenarios and interactions and confirmed that the technology was functional. The empty STT inputs further reinforced the need to revise not only the way the user is orientated to the experience but also the way the interactions are captured within the device. When clinicians were engaged in dialogue, we witnessed several occasions where the clinicians “forgot” to use the push-to-talk function before responding to the agent. We are currently exploring the use of continual recording of user responses to minimize these dropouts; however, this brings different challenges, such as unintended responses, background noise, and misalignment with overlap occurring between the user and agent response cycles.

Challenges and Opportunities in Verbal De-escalation Training in VR
The thematic analysis of the participant responses highlights potential opportunities and limitations for using a combination of VR and conversational agents to address the challenges of developing verbal de-escalation skills. We predict a rapid growth in the application of VR to supplement clinical education in the future, as evidenced by the number of innovations occurring in our LHD. Despite our previous work identifying “user needs” in the design of VR-based applications [11,12], we identified several challenges in applying our knowledge in the context of the Code Black VR application, because this application features a conversational agent. The complexities of human language with variations in sentence structure, accents, and training are challenging to accommodate in an AI setting [31]. Therefore, while we are attempting to enhance user agency and allowing for advanced roles to align with the clinician’s mental models,
the technical limitations faced by the current build undermine both usability and user experience. We address some of the ways in which these factors could be addressed in the Code Black VR—Verbal De-escalation Skills Trainer: Next Steps section.

Code Black VR—Verbal De-escalation Skills Trainer: Next Steps

This study identified several areas where Code Black VR can be improved to enhance the usability and user experience. The improvements and next steps are addressed through language recognition and generation, supplemental education, intra-application efficiencies, and broader adoption of code content.

Language Recognition and Generation

We note that a next step will involve identifying how to interpret, more accurately, the long-form answers that clinicians were providing within their dialogue. This could be achieved by improving the conversation structure by using a staged diatribe approach. This approach will connect user intents together, tagging intents within contextual sections and bringing a more structured approach to the dialogue. This will allow for greater context and improved accuracy in the response system. This approach also coincides with the implementation of a keyword search through the multiple intents to further increase interpretation accuracy.

We also suggest implementing a process in which the user response recording is always being recorded and a few seconds of recording spoken before the interaction button press is considered in the submission to the AI. This implementation will assist the experience in 2 important ways. First, it provides a solution for late button presses when the user responds before pressing the interaction button. Second, the DriftAI system will interpret what the user is saying and compare this to previous responses to increase the accuracy of the STT interpretation and subsequent response.

Another next step will be to improve the way DriftAI handles repetition. Currently, the same response was observed to be triggered multiple times in a row. Even with broader dialogue options, this occurrence is still a possibility. The developers are working on a way to reduce the repetition by tagging some responses as “unrepeatable” to ensure it is only matched once.

Following the completion of the study reported in this paper, we have also begun trialing a more sophisticated “sandbox” mode to provide an even larger training library to the DriftAI system. This allows for a more realistic and open dialogue with the agent; however, more development is required to control the AI, so it is aware of the context and stays “on track” to meet the desired learning outcomes.

Supplemental Education

The simulator, in its current state, requires clinicians to understand the basic verbal de-escalation skills to be successful. As such, we suggest implementing a module for novices to train them in these skills before using the simulator elements.

Intra-Application Efficiencies

In conjunction with the verbal de-escalation trainer, we are also deploying several other VR-based applications to support code black training for clinicians. These applications use other VR-based methodologies, such as 360° video of immersive clinical scenarios, auto stitching of the different views to allow the randomization of the 360° videos, and interactive hot spots to use newly adopted observation charts. The objectives of these applications are to support other vital code black skills, such as situational awareness, team planning, the detection of early signs of escalation, role allocation, and observations using the Behaviours of Concern observation chart. The goal is to embed all these modules within a single interconnected training package to better support the needs of the target clinicians. When this occurs, further research of the educational outcomes and effectiveness of the complete package will be conducted.

Broader Application of Core Content

We identified broader use cases for the underlying DriftAI technology that enables verbal interactions to occur. We will strive to use the findings of this study to adapt this verbal interaction approach to other clinical training situations using VR, flat-screen television, and mobile deployments.

Limitations

The breadth of the participant group in our study was indicative of emergency staff experience and skill sets in our LHD. However, the Code Black VR app is planned to be used in future iterations outside the ED setting. As such, further testing with users not from an ED background will be essential for further development and deployment.

In addition, the build of the application tested was still in the preliminary stages of development. As such, there were limitations on the available responses of the agent and the ability of the STT system to interpret some of the longer responses that clinicians provided to the agent. It was an intentional decision to conduct the study on such an early build of the application to explore the feasibility of the approach, but future studies on the developed application will be required to better understand the user experience and potential educational outcomes.

Another limitation of this study was in the method of limiting data collection to written forms and observations. A greater depth of understanding would likely have been established with the inclusion of user interviews during the data collection phase. The reason this was not included is related to the availability of participants who were enrolled in the study on the condition that the study be accommodated into part of their training program, which did not leave adequate time for the interview. We plan to implement user interviews in later studies on further developed iterations of the application; it was unfortunately not feasible for this study.

We acknowledge that the novel nature of VR can result in the “novelty effect” [32], which could account for some of the findings. In addition, further research and comparative studies should be conducted to explore the sustained adoption and knowledge retention of such novel approaches.
Conclusions
The implementation of effective verbal de-escalation training is essential to ensure the ongoing safety of both patients and healthcare providers. Simulation and face-to-face training are established approaches to deliver this type of training and increase staff confidence in these confronting situations. The challenge with the traditional approach of face-to-face simulation training is that it is asynchronous and resource intensive. The use of VR to supplement the existing training approaches is emerging as a feasible option. Our novel approach to using verbal interactions within VR was well received by clinicians. Our proposed framework with 11 factors could provide a much-needed direction for additional training assets to support clinicians faced with these challenging situations. The findings from this research contribute to the feasibility of our framework to support future research and the development of VR for clinical training. We have also contributed a set of requirements to guide the design of verbal interactions in the VR de-escalation training environment.
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Abstract

Background: COVID-19 has spread worldwide and generated tremendous stress on human beings. Unfortunately, it is often hard for distressed individuals to access mental health services under conditions of restricted movement or even lockdown.

Objective: The study first aims to develop an online digital intervention package based on a commercially released coloring game. The second aim is to test the effectiveness of different intervention packages for players to increase subjective well-being (SWB) and reduce anxiety during the pandemic.

Methods: An evidence-based coloring intervention package was developed and uploaded to an online coloring game covering almost 1.5 million players worldwide in January 2021. Players worldwide participated to color either 4 rounds of images characterized by awe, pink, nature, and blue or 4 rounds of irrelevant images. Participants' SWB and anxiety and the perceived effectiveness of the game in reducing anxiety (subjective effectiveness [SE]) were assessed 1 week before the intervention (T1), after the participants completed pictures in each round (T2-T5), and after the intervention (T6). Independent 2-tailed t tests were conducted to examine the general intervention (GI) effect and the intervention effect of each round. Univariate analysis was used to examine whether these outcome variables were influenced by the number of rounds completed.

Results: In total, 1390 players worldwide responded and completed at least 1 assessment. Overall, the GI group showed a statistically significantly greater increase in SWB than the general control (GC) group (N=164, t162=3.59, Cohen d=0.59, 95% CI 0.36-1.24, P<.001). Compared to the control group, the best effectiveness of the intervention group was seen in the awe round, in which the increase in SWB was significant (N=171, t169=2.51, Cohen d=0.39, 95% CI 0.10-0.82, P=.01), and players who
colored all 4 pictures had nearly significant improvements in SWB (N=171, F4,170=2.34, partial η²=0.053, P=.06) and a significant decrease in anxiety (N=171, F4,170=3.39, partial η²=0.075, P=.01).

Conclusions: These data indicate the effectiveness of online psychological interventions, such as coloring games, for mental health in the specific period. They also show the feasibility of applying existing commercial games embedded with scientific psychological interventions that can fill the gap in mental crises and services for a wider group of people during the pandemic. The results would inspire innovations to prevent the psychological problems caused by public emergencies and encourage more games, especially the most popular ones, to take more positive action for the common crises of humankind.

(JMIR Serious Games 2022;10(3):e37026) doi:10.2196/37026
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Introduction
COVID-19 has been spreading rapidly, with 237,890,892 confirmed cases and 4,852,328 deaths worldwide as of October 2021 [1]. The COVID-19 pandemic has threatened people’s physical health as well as psychological health. Distress, depression, anxiety, posttraumatic stress symptoms, and insomnia are prevalent among people suffering from the pandemic [2,3]. Although emergency measures, such as social distancing and lockdown, helped prevent the spread of COVID-19, they also reduced people’s access to social support and mental health services. Thus, accessing psychological aid became critical during the pandemic.

Numerous interventions have been developed to improve people’s mental health during the COVID-19 crisis. These interventions typically use counseling services or self-guided programs for specific populations, including patients with COVID-19, health care workers, and people with mental illness [4,5]. However, the demerits of these interventions include limited popularization and a focus on narrow segments of people affected by the pandemic. Given the high prevalence of psychological distress (eg, anxiety, stress), new intervention models are needed to make mental health services accessible to the general population.

A promising solution is online self-guided interventions, which have the advantages of overcoming spatial barriers and being accessible to a broad population. For example, participants in Sweden who completed a 3-week online intervention reported significantly lower scores of worry [6]. However, the usefulness of such online interventions is largely restricted in experiments as most of them are not engaging enough. For the general population, it is often hard to adhere to such intervention programs due to limited interest in them.

We turn to digital games to address this issue. Digital games are entertaining in nature and have the potential to be designed into an attractive and effective intervention. For example, a recent study showed that virtual reality–based digital video games are effective in the treatment of arachnophobia [7]. This suggests that digital games have potential value as interventions to improve mental health. However, no game feature so far has been effective in improving mental health without degrading the game experience during the pandemic, especially commercially released games.

Coloring has been proved to reduce psychological distress and improve mood [8-10]. Coloring therapy is based on the idea that coloring can help people get away from their negative “inner dialogue” and negative thoughts and emotions [11]. This therapy has drawn wide research attention because coloring books have become popular among adults to relieve stress [12,13]. A study in Taiwan found that older adults who completed mandala coloring reported significantly lower anxiety levels and higher levels of calm, safety, and satisfaction than those in the control group [9]. In addition, online coloring games are currently popular (eg, Art Coloring & Color by Number, April Coloring, Lake Coloring), with a great number of fans worldwide. This alternative to digital coloring books has lower barriers to participation, more accessible operation, and more flexible cross-regional delivery. Although in the report, 1 limitation of physical coloring games is that unfinished coloring may cause additional psychological burdens [8], user-friendly online coloring can greatly simplify the coloring process and avoid it. Another limitation is that the improvement may be short term [8], but it also could be used as an accessible intervention for the general population during this particular period.

Four elements have been widely shown to be helpful in previous empirical studies [14-25]. First, coloring that elicits awe can reduce anxiety and strengthen happiness. Awe may transfer people’s attention from themselves to a bigger picture and increase positive feelings, such as connectedness and humility, which benefit people, especially when facing adverse events [14,15]. Second, coloring that provides a sense of being in nature, such as viewing nature pictures or connecting with the natural environment, can improve mood and reduce anxiety [16,17]. Contact with nature may help people recover from stressful situations and improve attention concentration, subsequently enhancing mental health [18,19]. Third, the color pink is positively related to warmth, love, and nurturance, effectively reducing stress and violent behaviors within even minutes of exposure [20-23]. Fourth, the color blue, a cold color with a short wavelength, has calming and soothing effects and the function to benefit mood and reduce depression and anxiety [23-25]. The effectiveness of awe, pink, nature, and blue in reducing psychological distress suggests that coloring images characterized by these 4 elements online could be useful in reducing distress and improving psychological well-being during the COVID-19 pandemic.
In this study, we developed an online coloring package based on the commercially released Art Coloring app to address mental health issues during the pandemic. The advantage is that the coloring game can include a large number of players across regions, who can directly access the intervention and avoid the entry and learning threshold of a new game. We implemented the coloring package using 4 evidence-based image types (awe, pink, nature, and blue). We tested the effectiveness of the online coloring game in increasing subjective well-being (SWB) and reducing anxiety. We hypothesized that the digital gamification mental intervention would be effective in the pandemic; in addition, participants who colored specific types of images would show higher levels of improvement in SWB and lower levels of anxiety than participants who colored other images.

Methods

Ethical Considerations

The study was approved by East China Normal University’s research ethics committee (HR151-2020).

Procedure and Participants

A commercially released app-based art drawing game called Art Coloring - Coloring Book & Color by Number, developed by Shiyi Network (Boke Technology Co., Ltd Company), was used as the intervention. The game has 1.5 million downloads, with over 80,000 daily active users (DAU) worldwide. Players worldwide can download the game on mobile phones or iPads from Google Play Store or Apple App Store and color line pictures following a series of numbered blocks to create colored pictures (Figure 1).

The participants in this study were existing players of the game. In addition to the basic coloring function, the game functions mainly involved in the study were “Daily Push” and “Daily News.” Daily Push automatically sent all users 8 basic pictures daily, and Daily News published game notices nonscheduled. In the study, Daily Push sent the 4 intervention coloring pictures mixed with 4 irrelevant pictures to players on schedule, following the group round order of awe, pink, nature, and blue (Figure 2); 1 group of pictures for 4 days was defined as 1 round of coloring. Every day, all players were free to choose and color the intervention images or irrelevant images (that do not have any of the 4 elements) and provide feedback through the Polls for Pages questionnaire embedded in Daily News. The procedure is shown in Figure 3. The questionnaire encouraged participants to leave email addresses and promised to draw 20 participants among all recorded emails to reward them with US $20 Amazon gift cards. The email addresses would be used as match codes, and cookies were placed on the players’ devices to avoid duplicate submissions.

As shown in Figure 3, the study was conducted from January 29 to February 27, 2021. Every day for 16 days, all players were sent 1 group of coloring images. The participants’ SWB and anxiety and the perceived effectiveness of the game in reducing anxiety (subjective effectiveness [SE]) of the participants were measured immediately after each round and right after the intervention. Self-report questionnaires were administered at baseline (T1), after each round of coloring was completed (T2-T5), and right after the intervention (T6). The questionnaire administered after the intervention (T6) aimed to collect data from more participants, especially those who did not complete the last-round questionnaire. The methodology ensured that, in addition to questionnaires, all players’ gaming experience would be the same as usual, which is the goal of this study—achieve an unnoticeable psychological enhancement when dealing with the psychological threat of a major crisis.

Two types of assessment were conducted to assess the intervention’s effectiveness, both based on repeated measures. The general intervention (GI) effect was calculated based on the completed baseline and postintervention assessment of SWB, anxiety, and SE. The effect of each round of the intervention was calculated based on the assessment after each round.

Sociodemographic characteristics were collected at baseline, including the participants’ gender, age, country, and average time spent on the game per day.

Outcome variables were SWB, anxiety, and SE. Each outcome was measured with 1 item to ease the participants’ burden. SWB was measured using the Face Scale, a widely used single-item tool on which the participant rates their SWB by choosing 1 of 7 faces [26]. Anxiety was measured using the question “How have you been these 2 days?” Players rated their emotional state from 1 (very anxious) to 8 (very relaxed). The item was reverse-scored, with higher scores suggesting a higher level of anxiety. The SE was measured using the question “How effective do you think art coloring is in decreasing your anxiety level in general?” Players were asked to rate the item from 1 (no effect) to 8 (very effective).
Figure 1. “Art Coloring - Coloring Book & Color by Number” in Apple App Store.

Figure 2. Coloring pictures for the awe, pink, nature, and blue rounds.
Statistical Analysis
To control for baseline scores, residual postintervention scores were calculated. Calculations were compared to examine the intervention effect of each category of images. The number and group of players in each round varied depending on whether the player chose to color the image assigned for that round, to color unrelated images, or not to do any coloring. For those who only completed 1 postround questionnaire after the baseline assessment, residual scores were calculated as the difference between postround scores and baseline scores. Residual scores of those who completed the prior round were calculated as the difference between the current postround and prior postround scores. The total number of intervention package pictures that the participants colored was coded for analysis as follows: 0 (did not color any experimental pictures), 1 (colored 1-4 pictures), 2 (colored 5-8 pictures), 3 (colored 9-12 pictures), and 4 (colored 13-16 pictures).

Statistical analysis was conducted using SPSS Statistics 21.0 (IBM Corporation). Independent 2-tailed t-tests were conducted to compare the intervention and control groups on the residual scores for the dependent variables (SWB, anxiety, and SE). Independent 2-tailed t-tests and chi-square tests were conducted to investigate differences in independent variables between groups. Univariate analysis was performed to examine the association between the number of completed rounds and outcome variables. Covariates were entered to control for any baseline differences between the groups in the analyses.

Results
Participant Characteristics
In total, 1390 players from 31 countries (N_{United States}=1061, 76.3%; N_{United Kingdom}=124, 8.9%; N_{Canada}=51, 3.7%; N_{France}=33, 2.4%; N_{Germany}=32, 2.3%; N_{Australia}=23, 1.6%; N_{others}=66, 4.7%) responded to the study and completed at least 1 assessment, of which 612 (44%) completed the baseline assessment. Of these 612 participants with baseline data, 248 (41%) completed at least 1 postround assessment or the postintervention assessment, and these participants were kept in the final sample. The participants were divided into the intervention group (colored at least 1 experimental picture in that round) and the control group (did not complete any experimental pictures in that round); see Table 1. Of the 248 participants in the final sample, 164 (66%) completed the postintervention assessment. Of these 164 participants, 112 (68%) were in the GI group because they colored at least 1 of the 16 experimental pictures and 52 (32%) were in the control (GC) group because they did not color any experimental pictures. The study trial profile is shown in Figure 4.

The majority (n=153, 93%) of the 164 participants were over 26 years old, 146 (89%) were female, and 124 (76%) spent over 30 minutes per day playing the online game at baseline (Table 1). Players aged 26-35 years (95% CI =2.76 to –0.41, P=0.01), 46-55 years (95% CI =2.48 to –0.22, P=0.02), and over 56 years (95% CI =2.45 to –0.26, P=0.02) thought the art coloring was more effective in reducing anxiety than those under 25 years old. At baseline, no significant difference was found between the GI group and the GC group in SWB (t=1.77, Cohen d=–0.29, 95% CI =–0.44 to 0.82, P=0.08), anxiety (t=0.59, Cohen d=0.10, 95% CI =–0.44 to 0.82, P=0.56), and SE (t=1.32, Cohen d=0.22, 95% CI =–0.19 to 0.93, P=0.19), age ($\chi^2$=1.89, P=0.76), and average time spent ($\chi^2$=3.00, P=0.39).

Independent 2-tailed t-tests were conducted to compare changes in outcome variables from baseline to postintervention in the GI and GC groups. Players’ scores in the GI group showed a significantly larger increase in SWB compared to the GC group (N=164, t=3.59, Cohen d=0.59, 95% CI =0.36-1.24, P<0.001). Though no significant difference was found in change in anxiety (N=164, t=1.03, Cohen d=0.17, 95% CI =1.11 to 0.35, P=0.30) or change in SE (N=164, t=0.53, Cohen d=0.09, 95% CI =0.66-0.39, P=0.60) between the 2 groups (Table 2).

Statistics in specific rounds, in the awe round, 171 (69%) of the 248 players completed the baseline and postround assessment. Of these, the 89 (52%) participants in the intervention group
showed a significantly higher increase in SWB than the 82 (48%) participants in the control group (N=171, t_{169}=-2.51, Cohen d=0.39, 95% CI 0.10-0.82, P=.013). Changes in anxiety (N=171, t_{169}=-0.19, 95% CI -0.99 to 0.22, P=.21) and SE (N=171, t_{169}=-0.11, 95% CI -0.62 to 0.30, P=.50) were not significantly different between the 2 groups. When the average time spent and age were taken as covariates, these conclusions were not affected.

There was an unexpected result in the pink, nature, and blue rounds. In the pink round, 149 (60%) participants completed baseline and postround assessments. Of these, 84 (56%) participants in the intervention group reported a significantly greater decrease in SWB than those in the control group (N=149, t_{147}=-2.36, Cohen d=-0.40, 95% CI -0.62 to -0.05, P=.02). There was no significant difference in changes in anxiety (N=149, t_{147}=0.33, Cohen d=0.06, 95% CI -0.43 to 0.61, P=.74) or changes in SE (N=149, t_{147}=0.78, Cohen d=0.14, 95% CI -0.22 to 0.50, P=.44) between the 2 groups. In the nature round, 128 (52%) players completed baseline and postround assessments. Of these, 71 (55%) participants in the intervention group showed no significant difference between the 2 groups in changes in SWB (N=128, t_{126}=1.21, Cohen d=0.22, 95% CI -0.15 to 0.61, P=.23) and changes in anxiety (N=128, t_{126}=1.06, Cohen d=-0.23, 95% CI -0.82 to 0.25, P=.29) but a significantly higher increase in changes in SE in the intervention group compared to the 57 (45%) participants in the control group (N=128, t_{126}=2.08, Cohen d=0.37, 95% CI 0.02-0.80, P=.04). In the blue round, 118 (48%) players completed baseline and postround assessments. Of these, 71 (60%) included in the intervention group showed no significant difference in changes in SWB (N=118, t_{116}=1.27, Cohen d=0.24, 95% CI -0.15 to 0.70, P=.21), changes in anxiety (N=118, t_{116}=-1.43, Cohen d=-0.27, 95% CI -0.97 to 0.16, P=.16), or changes in SE (N=118, t_{116}=0.89, Cohen d=0.17, 95% CI -0.20 to 0.53, P=.38). It was verified that when the average time spent and age were taken as covariates, these conclusions were not affected.

As a further test of the intervention’s effectiveness, we compared the participants in terms of how many rounds and how many pictures they completed. Among participants who completed both baseline and postintervention assessments (N=164), those who completed at least 1 round of intervention showed a significantly greater increase in SWB than those who did not undergo the intervention (112, 68%, vs 52, 34%, F_{4,163}=3.52, partial \( \eta^2 = 0.081, P=.01 \)). Moreover, compared to players who completed irrelevant pictures, those who completed 1-12 experimental pictures showed a significant increase in SWB after the intervention (N=164, F_{4,163}=3.25, partial \( \eta^2 = 0.076, P=.01 \)).

In the specific experimental rounds, analyses were conducted to compare participants based on the number of pictures they colored in each round. Results of univariate analysis showed that participants who colored either 1 or 4 awe pictures gained a nearly significant greater increase in SWB than those who did not color awe pictures (N=171, F_{4,170}=2.34, partial \( \eta^2 = 0.053, P=.06 \)). Those who completed 4 awe pictures had a significantly larger decrease in anxiety than those who completed one or did not color awe pictures (N=171, F_{4,170}=3.39, partial \( \eta^2 = 0.075, P=.01 \)). No association was found between the number of colored-picture numbers and outcome variables in the pink, nature, or blue round (Table 3).
Table 1. Baseline demographic characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>GI(^a) group (N=112), n (%)</th>
<th>GC(^b) group (N=52), n (%)</th>
<th>Awe round (N=171), n (%)</th>
<th>Pink round (N=149), n (%)</th>
<th>Nature round (N=128), n (%)</th>
<th>Blue round (N=118), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group 1 (N=89)</td>
<td>Group 2 (N=82)</td>
<td>Group 1 (N=71)</td>
<td>Group 2 (N=65)</td>
<td>Group 1 (N=71)</td>
<td>Group 2 (N=71)</td>
</tr>
<tr>
<td>Gender Male</td>
<td>10 (9)</td>
<td>8 (15)</td>
<td>7 (8)</td>
<td>9 (11)</td>
<td>10 (12)</td>
<td>6 (9)</td>
</tr>
<tr>
<td></td>
<td>82 (92)</td>
<td>73 (89)</td>
<td>74 (88)</td>
<td>59 (91)</td>
<td>66 (93)</td>
<td>50 (88)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤25</td>
<td>9 (8)</td>
<td>2 (4)</td>
<td>8 (9)</td>
<td>4 (4.9)</td>
<td>4 (5)</td>
<td>6 (4)</td>
</tr>
<tr>
<td>26-35</td>
<td>18 (16)</td>
<td>7 (13)</td>
<td>18 (20)</td>
<td>11 (13)</td>
<td>11 (13)</td>
<td>6 (9)</td>
</tr>
<tr>
<td>36-45</td>
<td>34 (30)</td>
<td>15 (29)</td>
<td>25 (28)</td>
<td>24 (29)</td>
<td>32 (38)</td>
<td>18 (28)</td>
</tr>
<tr>
<td>46-55</td>
<td>23 (21)</td>
<td>11 (21)</td>
<td>14 (16)</td>
<td>27 (33)</td>
<td>23 (27)</td>
<td>17 (26)</td>
</tr>
<tr>
<td>≥66</td>
<td>28 (25)</td>
<td>17 (33)</td>
<td>24 (27)</td>
<td>16 (20)</td>
<td>14 (17)</td>
<td>20 (31)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤25</td>
<td>2 (4)</td>
<td>3 (6)</td>
<td>3 (3)</td>
<td>0 (0)</td>
<td>2 (2)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>5-15</td>
<td>5 (4)</td>
<td>5 (10)</td>
<td>6 (7)</td>
<td>6 (7)</td>
<td>4 (5)</td>
<td>5 (8)</td>
</tr>
<tr>
<td>16-30</td>
<td>19 (17)</td>
<td>8 (15)</td>
<td>19 (21)</td>
<td>16 (20)</td>
<td>14 (17)</td>
<td>10 (15)</td>
</tr>
<tr>
<td>≥31</td>
<td>85 (76)</td>
<td>39 (75)</td>
<td>61 (69)</td>
<td>60 (73)</td>
<td>64 (76)</td>
<td>49 (75)</td>
</tr>
<tr>
<td>Average time spent (minutes)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤5</td>
<td>0 (0)</td>
<td>3 (6)</td>
<td>3 (3)</td>
<td>0 (0)</td>
<td>2 (2)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>5-15</td>
<td>5 (4)</td>
<td>5 (10)</td>
<td>6 (7)</td>
<td>6 (7)</td>
<td>4 (5)</td>
<td>5 (8)</td>
</tr>
<tr>
<td>16-30</td>
<td>19 (17)</td>
<td>8 (15)</td>
<td>19 (21)</td>
<td>16 (20)</td>
<td>14 (17)</td>
<td>10 (15)</td>
</tr>
<tr>
<td>≥31</td>
<td>85 (76)</td>
<td>39 (75)</td>
<td>61 (69)</td>
<td>60 (73)</td>
<td>64 (76)</td>
<td>49 (75)</td>
</tr>
</tbody>
</table>

\(^a\)GI: general intervention.  
\(^b\)GC: general control.  
\(^c\)Group 1: intervention group.  
\(^d\)Group 2: control group.

Figure 4. Trial profile.
Table 2. Independent 2-tailed t tests between residual scores of the intervention and control groups (N=164).

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>Intervention group, mean (SD)</th>
<th>Control group, mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total (N=164)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWB&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.24 (1.22)</td>
<td>-0.56 (1.53)</td>
<td>3.59 (162)</td>
<td>&lt;.001</td>
<td>0.59</td>
</tr>
<tr>
<td>Anxiety</td>
<td>-0.82 (2.22)</td>
<td>-0.44 (2.14)</td>
<td>-1.03 (162)</td>
<td>.30</td>
<td>-0.17</td>
</tr>
<tr>
<td>SE&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-0.06 (1.49)</td>
<td>0.08 (1.77)</td>
<td>-0.53 (162)</td>
<td>.60</td>
<td>-0.09</td>
</tr>
<tr>
<td><strong>AWE round (N=171)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWB</td>
<td>0.20 (1.29)</td>
<td>-0.26 (1.08)</td>
<td>2.51 (169)</td>
<td>.01</td>
<td>0.39</td>
</tr>
<tr>
<td>Anxiety</td>
<td>-0.48 (2.07)</td>
<td>-0.10 (1.91)</td>
<td>-1.26 (169)</td>
<td>.21</td>
<td>-0.19</td>
</tr>
<tr>
<td>SE</td>
<td>-0.15 (1.37)</td>
<td>0.01 (1.67)</td>
<td>-0.68 (169)</td>
<td>.50</td>
<td>-0.11</td>
</tr>
<tr>
<td><strong>Pink round (N=149)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWB</td>
<td>-0.06 (0.72)</td>
<td>0.28 (1.02)</td>
<td>-2.36 (147)</td>
<td>.02</td>
<td>-0.40</td>
</tr>
<tr>
<td>Anxiety</td>
<td>-0.40 (1.65)</td>
<td>-0.49 (1.53)</td>
<td>0.33 (147)</td>
<td>.74</td>
<td>0.06</td>
</tr>
<tr>
<td>SE</td>
<td>0.10 (1.29)</td>
<td>-0.05 (0.78)</td>
<td>0.78 (147)</td>
<td>.44</td>
<td>0.14</td>
</tr>
<tr>
<td><strong>Nature round (N=128)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWB</td>
<td>-0.08 (1.09)</td>
<td>-0.32 (1.05)</td>
<td>1.21 (126)</td>
<td>.23</td>
<td>0.22</td>
</tr>
<tr>
<td>Anxiety</td>
<td>-0.03 (1.26)</td>
<td>0.32 (1.79)</td>
<td>-1.06 (126)</td>
<td>.29</td>
<td>-0.23</td>
</tr>
<tr>
<td>SE</td>
<td>0.20 (1.19)</td>
<td>-0.21 (0.98)</td>
<td>2.08 (126)</td>
<td>.04</td>
<td>0.37</td>
</tr>
<tr>
<td><strong>Blue round (N=118)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWB</td>
<td>0.46 (0.92)</td>
<td>0.19 (1.41)</td>
<td>1.27 (116)</td>
<td>.21</td>
<td>0.24</td>
</tr>
<tr>
<td>Anxiety</td>
<td>-0.66 (1.43)</td>
<td>-0.26 (1.62)</td>
<td>-1.43 (116)</td>
<td>.16</td>
<td>-0.27</td>
</tr>
<tr>
<td>SE</td>
<td>0.06 (1.07)</td>
<td>-0.11 (0.81)</td>
<td>0.89 (116)</td>
<td>.38</td>
<td>0.17</td>
</tr>
</tbody>
</table>

<sup>a</sup>SWB: subjective well-being.

<sup>b</sup>SE: subjective effectiveness (of art coloring in reducing anxiety).
Table 3. Univariate analysis between colored-picture numbers and outcome variables for each round.

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>Colored-picture numbers in each round, mean (SD)</th>
<th>F test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Awe round (N=171)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWB</td>
<td>−0.26 (1.08)</td>
<td>0.17 (1.34)</td>
<td>−0.23 (1.09)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>−0.10 (1.91)</td>
<td>0.17 (1.85)</td>
<td>−0.62 (2.06)</td>
</tr>
<tr>
<td>SE</td>
<td>0.01 (1.67)</td>
<td>−0.29 (1.20)</td>
<td>−0.15 (0.90)</td>
</tr>
<tr>
<td>Pink round (N=149)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWB</td>
<td>0.28 (1.02)</td>
<td>−0.08 (0.68)</td>
<td>0.07 (0.83)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>−0.49 (1.53)</td>
<td>−0.38 (1.77)</td>
<td>−0.36 (1.50)</td>
</tr>
<tr>
<td>SE</td>
<td>−0.05 (0.78)</td>
<td>0.23 (1.40)</td>
<td>−0.07 (1.33)</td>
</tr>
<tr>
<td>Nature round (N=128)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWB</td>
<td>−0.32 (1.05)</td>
<td>0.09 (1.04)</td>
<td>0.00 (1.00)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.32 (1.79)</td>
<td>0.11 (1.21)</td>
<td>−0.60 (0.89)</td>
</tr>
<tr>
<td>SE</td>
<td>−0.21 (0.98)</td>
<td>0.26 (1.36)</td>
<td>0.80 (0.45)</td>
</tr>
<tr>
<td>Blue round (N=118)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWB</td>
<td>0.19 (1.41)</td>
<td>0.33 (0.84)</td>
<td>0.36 (0.67)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>−0.26 (1.62)</td>
<td>−0.53 (1.47)</td>
<td>−0.38 (1.09)</td>
</tr>
<tr>
<td>SE</td>
<td>0.09 (0.71)</td>
<td>−0.00 (0.88)</td>
<td>0.38 (1.02)</td>
</tr>
</tbody>
</table>

aSWB: subjective well-being.
bSE: subjective effectiveness (of art coloring in reducing anxiety).

Discussion

Principal Findings

This study developed an online gamification intervention based on an existing global game to reduce anxiety and promote SWB during the COVID-19 pandemic. The online gamified intervention based on the game form of coloring considered as a relaxing and natural activity can prompt participants’ mental state. The intervention packaged 4 types of pictures that have proved effective in previous research. We implemented a study to verify the effectiveness of both the online game–based method and intervention packages.

Taken together, participants in the GI group reported a significant increase in SWB compared to the GC group, even if they may be imperceptible. Previous studies have demonstrated that the repetition of coloring may produce a calming, almost trance-like effect [27], which could evoke participants’ inner power and help them get out of negative thoughts and moods. The report showed visual art making is a relaxing experience for some [28]. However, the intervention effect of coloring was not significant in reducing anxiety or even decrease SWB in the GC group. Considering the increasing trend of the COVID-19 pandemic in the world, long-term and ongoing exposure to stressors related to COVID-19 may explain this finding. Coloring the 4 types of pictures and coloring itself that could reduce anxiety in peaceful times might successfully counteract the effect of stressors and prevent anxiety from increasing, rather than not being effective enough to reduce anxiety during an epidemic. The findings implied that some interventions proven effective in reducing psychological distress in prepandemic times might maintain the level of distress during the COVID-19 pandemic. Therefore, it should be noted that the study results of the online gamified coloring method for improving SWB and reducing anxiety may be underestimated during the pandemic.

In the specific intervention package, the awe-inspiring scenes were effective in increasing SWB. It is also noteworthy that those who completed all 4 awe pictures reported a significantly greater increase in SWB and a reduction in anxiety compared to the control group. It is possible that awe-inspiring scenes helped people to stay in the present moment, providing a sense of time expansion and creating positivity and satisfaction in their lives [15]. Another possible reason was that the awe experience distracted people from struggles in life, such as the chaos caused by COVID-19, and directed their attention to the light side of life [29]. People undergoing the outbreak of COVID-19, especially those going through lockdown, faced many uncertainties that could bring psychological distress [2]. Research has demonstrated that awe effectively mitigates anxiety in a stressful waiting period [14]. Therefore, the awe experience might reduce uncertainties by directing players’ attention to a “big picture,” improving the feeling of connectedness and promoting SWB during the stressful lockdown period.

Nevertheless, images that featured a lot of pink or blue or nature did not yield expected results, though they had positive reports. The approaches in peaceful times may not be effective enough to improve the mental state during an epidemic. Specifically, players who completed pink pictures reported a significant...
decrease in SWB than those in the control group. This was probably because too much pink color was used in the pink round. Although pink is shown to have a tranquilizing and calming effect on negative emotions [20,22], too much pink has been found to make people physically drained andemasculated [30], which in turn could reduce their SWB. This finding suggests that pictures with too much pink should be excluded from coloring materials. Those with less pink could also be examined for the intervention effect during the COVID-19 pandemic. Similarly, blue might be perceived as either calm and soothing or as cold and unfriendly. These materials of dual character might not be suitable for extreme situations of the pandemic.

Interestingly, in the nature round, the participants’ perceived effectiveness of the picture coloring did not reflect in the measure of SWB or anxiety. The participants might be influenced by the consensus on the approved effectiveness of nature pictures. Considering the challenging period all people were undergoing, coloring pictures of nature may release a positive signal for players to face difficult situations, which was also valuable during the pandemic. Another reason was likely to be rooted in the length of exposure to nature pictures. Previous studies have demonstrated that participants reported the most significant increase in self-esteem and mood after 5 minutes of exposure to nature pictures [31]. However, the majority of players in the nature round spent more than 5 minutes playing, which might lead to a reduction in the intervention effect of nature coloring. A simplified intervention using nature pictures that can be colored in around 5 minutes should be tested in future studies to examine the specific intervention effect of nature coloring. The third reason may be during the pandemic, people may gradually get used to the long-term stress caused by COVID-19 and tend to maintain their present anxiety levels. Future research is needed to examine the intervention effect of coloring on participants’ confidence in dealing with difficult situations.

Strengths

Our research has several strengths. First, this study is the first to investigate the effect of an online coloring intervention on psychological well-being during the COVID-19 pandemic. This may give us a close view of how a coloring intervention works in a natural condition when people are undergoing a stressful period. Second, we demonstrated that the online digital coloring package improved people’s SWB during this period and in certain circumstances may have reduced anxiety. Third, compared to conventional interventions, a game-based alternative may more easily evoke people’s interest. The online format, with its accessibility, entertainment potential, and acceptability for people with barriers to seeking help, can be a practical approach to helping the general population during the pandemic. Fourth, the positive results and novel intervention approaches can stimulate more research of color and picture types as psychological intervention packages that can be delivered online so as to reduce the anxiety and other psychological distress in the general population during the pandemic.

Limitations

This study has its limitations. First, to maintain the user experience of a commercially released game, we abandoned the plan of forcing all players (about 100,000 people per day) to participate in the study. Instead, we tried to keep the game experience as the usual, which was the goal of this study—to provide an unnoticeable psychological enhancement when dealing with the psychological threat of a major crisis. However, the cost was that we could not give full play to the advantages of the millions of players of the popular online game.

Second, to minimize the burden on participants and to get a better response rate, each outcome was assessed using 1-item measures. These measures were selected to shorten the length of the questionnaire in order to reduce the players’ burden and enlarge the size of the sample. The 1-item SWB question was assessed using the 1-item Face Scale, which has good psychometric properties. However, it is undeniable that large-scale standard scales can obtain more information.

Third, the gender distribution of the players in the coloring game was skewed. The players in the coloring game were predominantly female. Therefore, the research findings need further validation regarding the prevalence of the effects in both genders. However, the study is timely as to the immediate value of psychological interventions during the pandemic, considering that women are more prone to anxiety [32] and that screen time is negatively correlated with mental health [33].

Fourth, from the perspective of statistical calculation, the intervention effect of each round may have been underestimated, as the residual scores were calculated as the difference between each round and the one before it. The positive effects of one round might carry over into the next round, leading to underestimation of the intervention effect in the latter round.

Fifth, it is noteworthy that we considered the coloring intervention may have a significant long-term effect rather than an immediate effect on anxiety. However, online psychological intervention involves a complex superposition of psychological and cognitive mechanism, which cannot be fully demonstrated by separate experiments. Therefore, more game-based interventions and other coloring materials deserve further study, and long-term effects deserve continued attention.

Conclusion

This study developed an entertaining, accessible, cross-regional, and effective online gamification intervention to promote SWB in a community sample of adults during the COVID-19 pandemic. The game-based intervention prompted coloring as a relaxing activity. Participants colored images that included elements that have been shown to be relaxing in previous research: an awe-inspiring scene, a nature scene, and scenes dominated by pink or blue. In general, the intervention group showed a significantly greater increase in SWB compared to the control group, and awe images proved an advantage in the online coloring approach.

Finally, the study adopted an existing released online game with high global activity as the vehicle, which eliminated the difficulties of communication and learning of new tools and,
most importantly, showed the feasibility of applying existing commercial games embedded with scientific psychological interventions that can fill the gap in mental crises and services for a wider group of people during the pandemic. The result would inspire innovations to prevent the psychological problems caused by public emergencies and encourage more games, especially the most popular ones, to take more positive action for the common crises of humankind.
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Abstract

Background: Executive functions are one of the known cognitive abilities that decline with age. They are the high-order cognitive processes that enable an individual to concentrate, plan, and take action. Serious games, which are games developed for specific purposes other than entertainment, could play a positive role in improving executive functions. Several systematic reviews have pooled the evidence about the effectiveness of serious games in improving executive functions; however, they are limited by some weaknesses.

Objective: This study aims to investigate the effectiveness of serious games for improving executive functions among older adults with cognitive impairment.

Methods: A systematic review of randomized controlled trials (RCTs) was conducted. To retrieve relevant studies, 8 electronic databases were searched. Further, reference lists of the included studies and relevant reviews were screened, and we checked studies that cited our included studies. Two reviewers independently checked the eligibility of the studies, extracted data from the included studies, assessed the risk of bias, and appraised the quality of the evidence. We used a narrative and statistical approach, as appropriate, to synthesize results of the included studies.

Results: Of 548 publications identified, 16 RCTs were eventually included in this review. Of the 16 studies, 14 studies were included in 6 meta-analyses. Our meta-analyses showed that serious games are as effective as no or passive interventions at improving executive functions (P=.29). Surprisingly, conventional exercises were more effective than serious games at improving executive functions (P=.03). Our subgroup analysis showed that both types of serious games (cognitive training games, P=.08; exergames, P=.16) are as effective as conventional exercises at improving executive functions. No difference was found between adaptive serious games and nonadaptive serious games for improving executive functions (P=.59).

Conclusions: Serious games are not superior to no or passive interventions and conventional exercises at improving executive functions among older adults with cognitive impairment. However, our findings remain inconclusive due to the low quality of the evidence, the small sample size in most included studies, and the paucity of studies included in the meta-analyses. Accordingly, until more robust evidence is available, serious games should not be offered by health care providers nor used by patients for improving executive functions among older adults with cognitive impairment. Further reviews are needed to assess the long-term effect of serious games on specific executive functions or other cognitive abilities among people from different age groups with or without cognitive impairment.
Executive functions can generally be grouped into 3 core directions, and manage emotions, to name a few things. Executive function issues can make it difficult to focus, follow our goals, and govern our lives. Every day, mental qualities that comprise executive function. Executive functions are essential for flexible, adaptive, and goal-oriented behavior [12].

For older adults, the World Health Organization (WHO) estimates that nearly 7% of the total disability-adjusted life years (DALYs) are attributed to mental and neurological disorders [7]. Among the top culprits causing the progressive decline in cognitive functions and abilities is mild cognitive impairment (MCI), which in turn increases the risk for developing dementia and Alzheimer disease (AD) [8]. In the United States alone, it is estimated that, by 2050, approximately 13.8 million older adults will have AD-related dementia [9]. Economically, European countries estimated the toll of AD alone at €232 billion in 2015, and it is expected that this cost will double by 2040 [10]. The toll brought by the declining mental and cognitive functions of older adults places a large financial burden on public health. The stress brought by the declining mental and cognitive functions of older adults is further exacerbated by effects on the older adult’s family members, caregivers, and society. Therefore, the WHO recommended that the prevention of mental and cognitive decline is to be ranked as a global mental health priority [11].

One of the cognitive abilities that decline by age is executive function. Executive functions are essential for flexible, adaptive, and goal-oriented behavior [12]. Executive functions can be referred to as the high-order cognitive processes that enable an individual to concentrate, plan, and take actions [12]. Working memory, flexible thinking, and self-control are among the mental qualities that comprise executive function. Every day, we employ these abilities to learn, work, and govern our lives. Executive function issues can make it difficult to focus, follow directions, and manage emotions, to name a few things. Executive functions can generally be grouped into 3 core processes: (1) inhibiting predominant responses and controlling attention; (2) switching between tasks and cognitive flexibility; and (3) updating, retaining, and processing information [13,14].

Research suggests several ways to improve executive functions, including both pharmacological and nonpharmacological interventions. With the explosive advances in technology, evidence suggests that computerized nonpharmacological interventions, including serious games, could play a positive role in improving executive functions [11]. Serious games are defined as games that are developed for specific purposes other than entertainment such as education, prevention, screening, diagnosing, and therapeutic rehabilitation [15,16]. Serious games had shown promising results in improving attention, concentration, and working memory [17]. Depending on their therapeutic modality, serious games may exist in a variety of formats, including (1) exergames, or videogames that require physical exercise as part of playing the game; (2) cognitive training games that aim to maintain or improve users’ cognitive abilities (eg, executive functions, memory, learning); (3) computerized cognitive behavioral therapy (CBT) games, which are video games that provide CBT for the users; and (4) biofeedback games, which are video games that utilize electrical sensors attached to the participant to receive information about the participant’s body state (eg, electrocardiogram sensors) and seek to influence some of the player’s body functions (eg, heart rate). With the increasing access and ubiquity of handheld computers and smart devices, serious games continue to become more abundant via videogame consoles, personal computers, and, more recently, smartphones and tablets [11].

Research Gap and Aim
There are many studies that have examined the effectiveness of serious games in improving executive functions. Conducting systematic reviews to summarize the evidence in these studies is important to draw conclusions about the effectiveness of serious games in improving executive functions. Several systematic reviews have pooled findings of these studies. However, these reviews (1) focused on older adults without cognitive impairment [11,18-21], (2) included quasiexperiments or pilot randomized controlled trials (RCTs) [19,21-23], (3) did not assess the quality of the meta-analyzed evidence [11,19,22-24], (4) only focused on a specific type of serious game such as cognitive training games [11,20,22,24] and exergames [19,21,23], or (5) did not compare the effect of serious games with that of a specific comparator (eg, no intervention, conventional exercises, conventional cognitive activities) [11,19-24]. To address these gaps, the aim of this review was to investigate the effectiveness of serious games for improving executive functions among older adults with cognitive impairment.
Methods

The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines (Multimedia Appendix 1) [25] were followed to conduct this systematic review and meta-analysis. The protocol for this review is registered at the International Prospective Register of Systematic Reviews (PROSPERO; ID: CRD42021272757).

Search Strategy

Search Sources

For the purpose of this review, the following 8 databases were searched: MEDLINE (via Ovid), PsycINFO (via Ovid), EMBASE (via Ovid), CINAHL (via EBSCO), IEEE Xplore, ACM Digital Library, Scopus, and Google Scholar. Searches were completed on November 10, 2021, by the first author, and an automatic alert was set up and ran its course for 8 weeks (ending on December 5, 2021). Only the first 10 pages (ie, 100 hits) in Google Scholar were considered because it returns a large number of studies that are automatically ordered based on their relevance [26]. We conducted backward reference list checking (ie, screening of reference lists of the included studies and relevant reviews). Finally, the studies that cited the included studies were screened (ie, forward reference list checking).

Search Terms

To develop the search query, we consulted 2 experts in digital mental health. The search terms included those related to the target population (eg, cognitive disorder), target intervention (eg, serious games), and target study design (eg, RCTs). Multimedia Appendix 2 summarizes the search query that was used to search each of the 8 databases.

Study Eligibility Criteria

Only RCTs that evaluated the effectiveness of serious games for improving executive functions among older adults with cognitive impairment were included in this study. Serious games that were available on any digital platform, such as PCs, consoles (eg, Xbox, PlayStation), mobile phones, tablets, handheld devices, Nintendo, or any other computerized device, were included in this study. Furthermore, gaming had to be a key component of the intervention and used purely for therapeutic purposes. Studies combining serious games with other interventions were included if the control group received the same adjacent intervention. Nondigital games (eg, paper-and-pencil games or board games), as well as those used for monitoring, screening, diagnosis, and research, were excluded.

The population of interest was adults over 60 years old with any type of cognitive impairment or disorder (MCI, AD, or dementia). Their diagnosis had to be confirmed by checking the inclusion criteria or baseline scores against defined diagnostic criteria (eg, Mini-Mental State Examination [MMSE]). Studies about older adults without cognitive impairment, health care providers, and caregivers were excluded. No restrictions were applied regarding gender and ethnicity.

Regardless of the tool used to measure the outcome, the outcome of interest in this review was executive functions. This review did not focus on a specific executive function. Studies were excluded if they focused on only cost effectiveness, acceptance, feasibility, satisfaction, or cognitive abilities other than executive functions. This review focused on outcome data collected just after the intervention (postintervention data), rather than data collected later (follow-up data).

For practical reasons, only studies in the English language were eligible for inclusion. Although we considered all types of RCTs (parallel, cluster, crossover, and factorial) in this review, pilot RCTs, quasiexperiments, observational studies, and reviews were excluded. Research published in journals, conference proceedings, and dissertations from 2010 onwards were included. Those published as conference abstracts, conference posters, commentaries, proposals, and editorials were excluded. No restrictions related to the country of publication, comparator, and study settings were applied.

Study Selection

The following steps were followed to identify relevant studies. First, the obtained studies were imported into EndNote to identify and delete duplicate items. Second, the titles and abstracts of all retrieved studies were evaluated by 2 reviewers working independently. Third, the 2 reviewers independently checked the entire texts of the studies included in the previous step. All disagreements were resolved via discussion between the reviewers. The interrater agreements (Cohen κ) in steps 2 and 3 were 0.86 and 0.94, respectively.

Data Extraction

The 2 reviewers extracted data from included studies independently using Microsoft Excel. Before extracting data, we pilot tested the data extraction form with 2 of the included studies. Disagreements between the reviewers were settled through discussions between both reviewers. Multimedia Appendix 3 presents the data extraction form used to extract data from the included studies. First and corresponding authors were contacted in an attempt to retrieve metrics such as mean, standard deviation, and sample size if they were unavailable from the published studies.

Risk of Bias Appraisal

The 2 reviewers used the Risk-of-Bias 2 (RoB-2) tool [27] to independently appraise the risk of bias in the included studies. The RoB-2 tool evaluates the risk of bias in 5 areas of RCTs: randomization process, deviations from intended interventions, missing outcome data, measurement of the outcome, and selection of the result [27]. All disagreements were resolved via discussion between the reviewers. The interrater agreement between the reviewers was 0.90.

Data Synthesis

To summarize the collected data, narrative and statistical methods were used. Texts and tables were used to describe the characteristics of the included studies (demographic, intervention, comparison, and outcome measures) in our narrative synthesis. The results of the experiments were aggregated and classified by comparator: no or passive intervention control, conventional exercises, and other serious games. Meta-analyses were performed when 2 or more studies
from the same comparator submitted sufficient data (ie, mean, standard deviation, and number of participants in each intervention group). Meta-analysis was performed using Review Manager (RevMan 5.4). The standardized mean difference (SMD; Cohen d) was used to estimate the overall effect of each study as the type of data for the outcome of interest (executive functions) was continuous and instruments used to evaluate the outcome were diverse among the included trials. We selected a random effects model for the analysis due to the excessive clinical heterogeneity among the meta-analyzed research in terms of serious game characteristics (eg, types, duration, frequency, and period), population characteristics (eg, sample size, mean age, and health condition), and outcome measures (ie, tools and follow-up period).

If there was a statistically significant difference between the groups when performing a meta-analysis, we sought to further investigate whether it was clinically significant. The term minimal clinically important difference (MCID) refers to the smallest change in measurement results that the patient considers reasonable and important enough to justify a change in treatment. The MCID boundaries were computed as ±0.5 times the SMD of the meta-analyzed studies.

To evaluate the degree and statistical significance of heterogeneity in the meta-analyzed studies, we calculated $I^2$ and a chi-square $P$ value, respectively. A chi-square $P$ value ≤.05 suggests heterogeneous meta-analyzed studies [28]. The degree of heterogeneity was judged insignificant, moderate, substantial, or considerable when $I^2$ ranged from 0% to 40%, 30% to 60%, 50% to 90%, or 75% to 100%, respectively [28].

To assess the overall quality of the evidence obtained from the meta-analysis, we used the Grading of Recommendations Assessment, Development and Evaluation (GRADE) approach [29]. The GRADE approach appraises the quality of evidence based on 5 domains: risk of bias, inconsistency (ie, heterogeneity), indirectness, imprecision, and publication bias [29]. The 2 reviewers independently evaluated the overall quality of the meta-analyzed evidence, and the differences in decisions were addressed via discussion. The interrater agreement between the reviewers was 0.89 [30].

**Results**

**Search Results**

By searching the 8 electronic databases, 548 records were retrieved (Figure 1). Of these records, 98 duplicates were excluded using the software EndNote. Checking titles and abstracts of the remaining records led to excluding 293 records for the following reasons: (1) Participants were younger than 60 years and/or without cognitive impairment (n=67); (2) interventions were not serious games (n=61); (3) the outcome was not executive functions (n=31); (4) study design was not an RCT (n=89); (5) studies were not peer-reviewed articles, theses, or conference proceedings (n=26); and (6) they were published in languages other than English (n=19). Reading the full text of the remaining 157 publications led to excluding 142 publications for the following reasons: (1) Participants were younger than 60 years and/or without cognitive impairment (n=74), (2) interventions were not serious games (n=20), (3) the outcome was not executive functions (n=35), and (4) study design was not an RCT (n=13). One additional study was found through backward reference list checking. In total, 16 RCTs were included in the current review [31-46]. All studies were included in meta-analyses except 2 studies [45,46].
Characteristics of Included Reviews

The included studies were published between 2013 and 2021 (Table 1). The included studies originated in 11 different countries, with a roughly equal proportion of research in each country. There was a general equal distribution of studies in these countries. Except for 1 book chapter, all included papers were peer-reviewed academic publications. The trial type used in the most included studies was parallel RCTs (n=14).
### Table 1. Characteristics of studies and population.

<table>
<thead>
<tr>
<th>First author</th>
<th>Year</th>
<th>Country</th>
<th>Publication type</th>
<th>RCT type</th>
<th>Sample size</th>
<th>Mean age (years)</th>
<th>Sex (male), %</th>
<th>MMSE score</th>
<th>Health condition</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cavallo [31]</td>
<td>2016</td>
<td>Italy</td>
<td>Journal article</td>
<td>Parallel</td>
<td>80</td>
<td>76.4</td>
<td>36.3</td>
<td>22.9</td>
<td>AD</td>
<td>Clinical</td>
</tr>
<tr>
<td>Finn [32]</td>
<td>2015</td>
<td>Australia</td>
<td>Journal article</td>
<td>Parallel</td>
<td>31</td>
<td>75.6</td>
<td>71</td>
<td>28.1</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Yang [33]</td>
<td>2017</td>
<td>South Korea</td>
<td>Journal article</td>
<td>Parallel</td>
<td>20</td>
<td>71</td>
<td>70</td>
<td>23.1</td>
<td>AD</td>
<td>Clinical</td>
</tr>
<tr>
<td>Zhuang [34]</td>
<td>2013</td>
<td>China</td>
<td>Journal article</td>
<td>Parallel</td>
<td>33</td>
<td>83.1</td>
<td>24.2</td>
<td>10.2</td>
<td>MCI, dementia</td>
<td>Clinical</td>
</tr>
<tr>
<td>Thapa [35]</td>
<td>2020</td>
<td>South Korea</td>
<td>Journal article</td>
<td>Parallel</td>
<td>68</td>
<td>72.7</td>
<td>23.5</td>
<td>26.2</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Tarnanas [36]</td>
<td>2014</td>
<td>Greece</td>
<td>Book chapter</td>
<td>Parallel</td>
<td>114</td>
<td>70.3</td>
<td>39</td>
<td>26.4</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Singh [37]</td>
<td>2014</td>
<td>Australia</td>
<td>Journal article</td>
<td>Factorial</td>
<td>100</td>
<td>70.1</td>
<td>32</td>
<td>27</td>
<td>MCI</td>
<td>Community</td>
</tr>
<tr>
<td>Amjad [38]</td>
<td>2019</td>
<td>Pakistan</td>
<td>Journal article</td>
<td>Parallel</td>
<td>44</td>
<td>NR</td>
<td>NR</td>
<td>24</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Hagovská [39]</td>
<td>2016</td>
<td>Slovakia</td>
<td>Journal article</td>
<td>Parallel</td>
<td>80</td>
<td>67</td>
<td>51.2</td>
<td>26.4</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>van Santen [40]</td>
<td>2020</td>
<td>Netherlands</td>
<td>Journal article</td>
<td>Cluster</td>
<td>112</td>
<td>79</td>
<td>53.5</td>
<td>18.6</td>
<td>Dementia</td>
<td>Clinical</td>
</tr>
<tr>
<td>Karssemeijer [41]</td>
<td>2019</td>
<td>Netherlands</td>
<td>Journal article</td>
<td>Parallel</td>
<td>115</td>
<td>79.9</td>
<td>53.9</td>
<td>22.4</td>
<td>Dementia</td>
<td>Clinical &amp; community</td>
</tr>
<tr>
<td>Liao [42]</td>
<td>2021</td>
<td>Taiwan</td>
<td>Journal article</td>
<td>Parallel</td>
<td>61</td>
<td>81.5</td>
<td>32.6</td>
<td>22.9</td>
<td>MCI</td>
<td>Community</td>
</tr>
<tr>
<td>Flak [43]</td>
<td>2019</td>
<td>Norway</td>
<td>Journal article</td>
<td>Parallel</td>
<td>85</td>
<td>66</td>
<td>66.7</td>
<td>NR</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Hyer [44]</td>
<td>2016</td>
<td>United States</td>
<td>Journal article</td>
<td>Parallel</td>
<td>68</td>
<td>75.2</td>
<td>47.1</td>
<td>26</td>
<td>MCI</td>
<td>Community</td>
</tr>
<tr>
<td>Park [45]</td>
<td>2017</td>
<td>South Korea</td>
<td>Journal article</td>
<td>Parallel</td>
<td>78</td>
<td>67.3</td>
<td>53.8</td>
<td>26.5</td>
<td>MCI</td>
<td>Community</td>
</tr>
<tr>
<td>Lee [46]</td>
<td>2018</td>
<td>South Korea</td>
<td>Journal article</td>
<td>Parallel</td>
<td>20</td>
<td>74.3</td>
<td>40</td>
<td>17.9</td>
<td>MCI, AD, dementia</td>
<td>Clinical</td>
</tr>
</tbody>
</table>

aRCT: randomized controlled trial.
bMMSE: Mini-Mental State Examination.
cAD: Alzheimer disease.
dMCI: mild cognitive impairment.
eNR: not reported.

The sample size in the included studies ranged from 20 to 115, with an average of 69.3. The average age of participants in the 15 studies was 74 years, with a range of 67 years to 83 years. The percentage of men reported in 15 studies ranged from 24.2% to 71%, with an average of 46.3%. Participants in the included studies had a mean MMSE score of 23.2, with a range of 10.2 to 28.1. Participants in the included studies had AD (n=10), MCI (n=2), dementia (n=2), MCI and dementia (n=1), and all 3 (MCI, AD, and dementia; n=1). Participants were recruited from clinical settings (n=11), the community (n=4), and clinical and community settings (n=1).

In 14 of the studies considered, serious games were employed alone as therapies, whereas the other 2 studies combined serious games with other interventions (Table 2). We identified 18 distinct serious games used in the studies; more than 1 game was used in certain studies. Serious games in the included studies were divided into 2 categories depending on the treatment modality they provide: cognitive training games (n=13) and exergames (n=5). In 14 studies, games were created with a “serious” objective from the start (designed serious games). Games in the remaining 2 studies, on the other hand, were not planned as serious games from the start but were instead used for a serious purpose (purpose-shifted games). Computers were the most popular platforms for playing games in the included studies (n=10). In most studies (n=11), serious games were played under the supervision of health care providers or carers. The game durations in the included studies ranged from 25 minutes to 100 minutes. The frequency of playing the games ranged from 2 times to 7 times per week, but it was 3 times per week in roughly one-third (6/16, 38%) of the studies. The duration of interventions ranged from 3 weeks to 25 weeks but was less than 13 weeks in the majority of studies (12/16, 75%). The comparison groups in 7 studies received no or passive interventions (eg, reading newspaper articles, surfing the internet, watching a documentary program), whereas active interventions (eg, conventional exercises, other serious games) were conducted in 8 studies (Table 3). Two studies delivered both active as well as passive interventions as comparators. The duration of the active comparators ranged between 25 minutes and 100 minutes. The active comparators were used between once a week and 7 times a week. The duration of the active comparators ranged from 4 weeks to 25 weeks. The outcome
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of interest (ie, executive functions) was measured using 13 different tools, but the Trail Making Test B (TMT-B) was the most commonly used tool by the included studies (8/16, 50%). In all included studies, the outcome of interest was measured immediately after the intervention, and the longest follow-up period was 74 weeks. The number of participants who dropped out ranged from 0 to 28.

Table 2. Characteristics of interventions.

<table>
<thead>
<tr>
<th>First author</th>
<th>Intervention</th>
<th>Serious game name</th>
<th>Serious game type</th>
<th>Serious game genre</th>
<th>Platform</th>
<th>Supervision</th>
<th>Duration (minutes)</th>
<th>Frequency (times/week)</th>
<th>Period (weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cavallo [31]</td>
<td>Serious games</td>
<td>Brainer</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Supervised</td>
<td>30</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>Finn [32]</td>
<td>Serious games</td>
<td>E-Prime</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Supervised</td>
<td>NR(^a)</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Yang [33]</td>
<td>Serious games</td>
<td>Brain-Care</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Unsupervised</td>
<td>60</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>Zhuang [34]</td>
<td>Serious games + sham exercises</td>
<td>NR</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Supervised</td>
<td>75</td>
<td>3</td>
<td>24</td>
</tr>
<tr>
<td>Thapa [35]</td>
<td>Serious games</td>
<td>Juice making, Crow Shooting, Love house, Fireworks</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>VR(^b) head-set, hand controllers</td>
<td>Supervised</td>
<td>100</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>Tarnanas [36]</td>
<td>Serious games</td>
<td>Virtual Reality Museum</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>VR headset</td>
<td>Supervised</td>
<td>90</td>
<td>2</td>
<td>21</td>
</tr>
<tr>
<td>Singh [37]</td>
<td>Serious games</td>
<td>COGPACK</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Supervised</td>
<td>75</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>Amjad [38]</td>
<td>Serious games</td>
<td>Body and Brain Exercises</td>
<td>Cognitive training game</td>
<td>Purpose-shifted</td>
<td>XBox console, Kinect</td>
<td>Supervised</td>
<td>25-30</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Hagovská [39]</td>
<td>Serious games + conventional exercises</td>
<td>CogniPlus</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Supervised &amp; unsupervised</td>
<td>30</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>van Santen [40]</td>
<td>Serious games</td>
<td>NR</td>
<td>Exergame</td>
<td>Designed</td>
<td>Stationary bike &amp; screen</td>
<td>Unsupervised</td>
<td>NR</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>Karssemeijer [41]</td>
<td>Serious games</td>
<td>NR</td>
<td>Exergame</td>
<td>Purpose-shifted</td>
<td>Stationary bike &amp; screen</td>
<td>Supervised</td>
<td>30-50</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>Liao [42]</td>
<td>Serious games</td>
<td>Tano and Long-Good</td>
<td>Exergame</td>
<td>Designed</td>
<td>Kinect, VR headset</td>
<td>Supervised</td>
<td>60</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>Flak [43]</td>
<td>Serious games</td>
<td>Cogmed</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Unsupervised</td>
<td>30-40</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Hyer [44]</td>
<td>Serious games</td>
<td>Cogmed</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Supervised &amp; unsupervised</td>
<td>40</td>
<td>7</td>
<td>5-7</td>
</tr>
<tr>
<td>Park [45]</td>
<td>Serious games</td>
<td>CoTras</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Supervised</td>
<td>30</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>Lee [46]</td>
<td>Serious games</td>
<td>Bettercog</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Supervised</td>
<td>30</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

\(^a\)NR: not reported.
\(^b\)VR: virtual reality.
<table>
<thead>
<tr>
<th>First author</th>
<th>Comparator</th>
<th>Duration (minutes)</th>
<th>Frequency (times/week)</th>
<th>Period (weeks)</th>
<th>Outcome measures</th>
<th>Follow-up</th>
<th>Attrition, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cavallo [31]</td>
<td>Control</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>HSCT, LVF, BT</td>
<td>Postintervention, 24-week follow-up</td>
<td>4</td>
</tr>
<tr>
<td>Finn [32]</td>
<td>Control</td>
<td>NA</td>
<td>2</td>
<td>4</td>
<td>D-KEFS</td>
<td>Postintervention</td>
<td>7</td>
</tr>
<tr>
<td>Yang [33]</td>
<td>Control</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>COWAT</td>
<td>Postintervention</td>
<td>0</td>
</tr>
<tr>
<td>Zhuang [34]</td>
<td>Control</td>
<td>30-50</td>
<td>1</td>
<td>8</td>
<td>ACE-R-F</td>
<td>Postintervention</td>
<td>2</td>
</tr>
<tr>
<td>Thapa [35]</td>
<td>Control</td>
<td>90</td>
<td>2</td>
<td>21</td>
<td>TMT-B, LVF</td>
<td>Postintervention</td>
<td>9</td>
</tr>
<tr>
<td>Amjad [38]</td>
<td>Conventional exercises</td>
<td>30</td>
<td>7</td>
<td>10</td>
<td>ACE-WP</td>
<td>Postintervention</td>
<td>2</td>
</tr>
<tr>
<td>van Santen [40]</td>
<td>Conventional exercises</td>
<td>NA</td>
<td>5</td>
<td>25</td>
<td>TMT-B</td>
<td>Midintervention, postintervention</td>
<td>28</td>
</tr>
<tr>
<td>Karssemeijer [41]</td>
<td>1: conventional exercises (aerobic exercises); 2: conventional exercises (relaxation and flexibility exercises)</td>
<td>30-50</td>
<td>3</td>
<td>12</td>
<td>TMT-B, LVF, RSCT</td>
<td>Midintervention, postintervention, 24-week follow-up</td>
<td>23</td>
</tr>
<tr>
<td>Liao [42]</td>
<td>Conventional exercises</td>
<td>60</td>
<td>3</td>
<td>12</td>
<td>TMT-B, EXIT-25</td>
<td>Postintervention</td>
<td>15</td>
</tr>
<tr>
<td>Flak [43]</td>
<td>Nonadaptive serious game</td>
<td>30-40</td>
<td>5</td>
<td>5</td>
<td>D-KEFS-CWIT3, D-KEFS-CWIT4, D-KEFS-VFTLF4, D-KEFS-VFTCF2, D-KEFS-VFTCS8</td>
<td>Postintervention, 16-week follow-up</td>
<td>17</td>
</tr>
<tr>
<td>Hyer [44]</td>
<td>Nonadaptive serious game</td>
<td>40</td>
<td>7</td>
<td>5-7</td>
<td>TMT-B</td>
<td>Postintervention</td>
<td>9</td>
</tr>
<tr>
<td>Park [45]</td>
<td>Serious game (ergames)</td>
<td>30</td>
<td>3</td>
<td>10</td>
<td>TMT-B</td>
<td>Postintervention</td>
<td>0</td>
</tr>
<tr>
<td>Lee [46]</td>
<td>Serious game (targeting attention and memory)</td>
<td>30</td>
<td>4</td>
<td>3</td>
<td>SNSB-II</td>
<td>Postintervention</td>
<td>1</td>
</tr>
</tbody>
</table>

aNA: not applicable.
bHSCT: Hayling Sentence Completion Test.
cLVF: latter verbal fluency.dBT: Brixton test.
COWAT: Controlled Oral Word Association Test.
ACE-R-F: Addenbrooke’s Cognitive Examination-Revised-fluency.
TMT-B: Trail Making Test B.
ACE-WP: Addenbrooke’s Cognitive Examination-Word production.
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Results of Risk of Bias Appraisal

In 10 studies, participants were randomly assigned to groups using a proper random allocation sequence. Half of the included studies concealed the allocation sequence until participants were assigned to interventions. Groups were comparable at baseline in 15 studies. Accordingly, 7 of the 16 studies were judged to have a low risk of bias in the “randomization process” domain (Figure 2).

Figure 2. Review authors’ judgments about each “Risk of bias” domain.

Participants were aware of the assigned interventions during the trial in 12 studies. In 14 studies, individuals who delivered the interventions to the participants were aware of the assigned interventions. There was no evidence that the experimental contexts led to a deviation from the intended intervention in 14 studies. All included studies except for 1 study estimated the effect of the intervention using appropriate analysis methods (eg, intention-to-treat analysis). Consequently, 13 of the 16 studies were judged to have a low risk of bias in the “deviations from the intended interventions” domain (Figure 2).

In 6 studies, outcome data were available for more than 95% of the participants. In only 1 study, there was evidence that the findings were not biased by missing outcome data. The missing outcome data could be related to participants’ health status in 3 studies. According to these judgments, the risk of bias due to missing outcome data was low in 12 studies (Figure 2).

In all included studies, executive function was examined using appropriate measures, and measurement methods were comparable across intervention groups. In 6 studies, the assessor of the outcome was aware of the assigned interventions. In all studies, assessment of the outcome may not have been affected by knowledge of the intervention received. Therefore, the risk of bias in the “measuring the outcome” domain was rated as low in all studies (Figure 2).

Of the studies, 7 published their protocol in sufficient detail. In all studies, reported outcome measurements did not differ from those specified in the analysis plan, and there is no evidence that studies selected their results from many results produced from multiple eligible analyses of the data. Based on these judgments, 7 studies were judged to have a low risk of bias in the “selection of the reported results” domain (Figure 2).

In the last domain, “overall bias,” 3 studies were judged to be at low risk of bias given that it was rated to be at low risk of bias for all other domains. Because they had some issues in at least one of the domains and were not at high risk for any domain, 11 studies raised some concerns in the domain of overall bias. The risk of bias was rated high in 2 studies, as they were judged as having a high risk of bias in at least one domain. Reviewers’ judgments about each “risk of bias” domain for each included study are presented in Multimedia Appendix 4.

Results of Studies

Serious Games Versus No or Passive Interventions

In 7 studies [31-37], the effect of serious games was compared with a control (no or passive intervention). Passive interventions refer to interventions that do not have a known effect on the measured outcome such as reading newspaper articles, surfing the internet, and watching a documentary program. Of these
studies, 4 assessed executive function using more than one measure [31-33,36]. Therefore, we included the results of all these measures in the meta-analysis to form 15 comparisons (Figure 3). The meta-analysis showed no statistically significant difference ($P=.29$) in executive function between serious games and control groups (SMD –0.19, 95% CI –0.54 to 0.16). The statistical heterogeneity of the evidence was considerable ($P<.001$, $I^2=81\%$). The quality of the evidence was very low, as it was downgraded by 6 levels due to high risk of bias, heterogeneity, and imprecision (Multimedia Appendix 5).

The SMD of 2 comparisons seemed to be outliers (–2.15 [36] and 0.81 [31]), although characteristics of the studies in these comparisons were comparable to the other studies in this meta-analysis. Thus, we conducted a sensitivity analysis to check whether removing these outliers influenced the overall effect size and heterogeneity level. The sensitivity analysis showed that the difference in executive function between the groups remained insignificant ($P=17$), but the heterogeneity substantially decreased from $81\%$ to $31\%$.

We conducted a subgroup analysis to assess whether the effect of serious games is based on the health conditions of participants. As shown in Figure 4, there was a statistically significant difference ($P=.002$) between the effect of serious games on executive functions among older adults with MCI (SMD 0.33) and their effect on executive functions among older adults with dementia (SMD 0.20) when compared with a control.

Figure 3. Forest plot of 7 studies (15 comparisons) comparing the effect of serious games to control on executive functions.

Figure 4. Forest plot of 7 studies (15 comparisons) comparing the effect of serious games on older adults with mild cognitive impairment (MCI) to their effect on older adults with Alzheimer disease (AD).
Serious Games Versus Conventional Exercises

In 6 studies [37-42], the effect of serious games was compared with conventional exercises. Of these studies, 3 evaluated executive function using more than one measure [37,41,42]. Therefore, we included the results of all these measures in the meta-analysis to form 12 comparisons (Figure 5). The meta-analysis showed no statistically significant difference (P=.60) in executive function between the serious games group and conventional exercises group (SMD 0.06, 95% CI –0.17 to 0.29). The statistical heterogeneity of the evidence was moderate (P=.006, I^2=58%). The quality of the evidence was very low, as it was downgraded by 5 levels due to high risk of bias, heterogeneity, and imprecision (Multimedia Appendix 5).

Figure 5. Forest plot of 6 studies (12 comparisons) comparing the effect of serious games to conventional exercises on executive functions.

The effect size in 1 study [38] seemed to be an outlier (–1.58). This could be attributed to the following reasons: (1) The sample size in this study was the smallest (n=44) in all the meta-analyzed studies, (2) it was the only study that used a videogame console (Xbox) as a platform for the serious game, and (3) the interventions in this study were delivered for a short period (6 weeks) in comparison with other studies included in this meta-analysis. Accordingly, we ran a sensitivity analysis to check whether removing this outlier influenced the overall effect size and heterogeneity level. The sensitivity analysis showed a statistically significant difference in executive functions (P=.03) between the groups, favoring conventional exercises over serious games (SMD 0.17, 95% CI 0.02 to 0.32). This difference was also clinically important, as the overall effect was outside the MCID boundaries (–0.085 to 0.085) and its CI did not cross the “no effect” line (zero effect). For this outcome, MCID boundaries were calculated as ±0.5 times the SMD value (0.17). The statistical heterogeneity of the evidence was not a concern (P=.85, I^2=0%). The quality of this evidence was very low, as it was downgraded by 3 levels due to high risk of bias and imprecision.

In this comparison (ie, serious games vs conventional exercises), 2 types of serious games were used: cognitive training games and exergames. We conducted a subgroup analysis to investigate whether different types of serious games (ie, cognitive training games and exergames) have a different effect on executive functions (Figure 6). The subgroup analysis showed no statistically significant difference (P=.61) between cognitive training games (SMD 0.22) and exergames (SMD 0.14) in their effect on executive functions when compared with conventional exercises.

Further, we conducted a subgroup analysis to assess whether the effect of serious games is based on the health conditions of participants. As shown in Figure 7, there was no statistically significant difference (P=.80) between the effect of serious games on executive functions among older adults with MCI (SMD 0.15) and their effect on executive functions among older adults with dementia (SMD 0.19) when compared with conventional exercises.
Serious Games Versus Other Serious Games

The effect of serious games on executive function in comparison with other serious games was assessed in 4 studies [43-46]. Specifically, the first study compared the effect of a cognitive training game with exergames [45]. The study showed no statistically significant difference ($P=0.52$) in executive functions between the groups [45]. The second study compared the effect of a cognitive training game that targets only memory and attention (COMCOG) with another cognitive training game that targets many cognitive abilities (ie, orientation, attention, memory, language, executive function, visuospatial function, calculation, and motor functions; Bettercog) [46]. This study found no statistically significant difference ($P=0.07$) in executive functions between the groups [46].

The 2 remaining studies compared the effect of cognitive training games that adjust the level of difficulty of the tasks based on the individual’s mastery in each level (ie, adaptive games) with the same games but without adjustment of the level of difficulty of the tasks (ie, nonadaptive game) [43,44]. One of these studies assessed executive function using 4 different measures [43]. Thus, we ran a meta-analysis using these measures to form 5 comparisons. As shown in Figure 8, there was no statistically significant difference ($P=.59$) in executive functions between groups (SMD 0.05, 95% CI –0.14 to 0.25). The statistical heterogeneity of the evidence was not a concern ($P=.45$, $I^2=0\%$). The quality of the evidence was very low, as it was downgraded by 3 levels due to high risk of bias and imprecision (Multimedia Appendix 5).
Discussion

Principal Findings

This study summarized the evidence about the effectiveness of serious games for improving executive functions among older adults with cognitive impairment. Our meta-analyses showed that serious games are as effective as no or passive interventions at improving executive functions. Surprisingly, we found that conventional exercises are more effective than serious games at improving executive functions. However, our subgroup analysis showed that cognitive training games and exergames have a comparable effect on executive functions and they are as effective as conventional exercises at improving executive functions. We also found no difference between adaptive serious games and nonadaptive serious games at improving executive functions.

The lack of superiority of serious games over no or passive interventions and conventional exercises may be attributed to the following reasons: (1) The content of serious games in the meta-analyzed studies did not specifically target executive functions; (2) the target population (older adults with cognitive impairment) are less likely to be able to effectively play serious games; (3) most included studies assessed overall executive function rather than specific executive functions (eg, inhibition, impulse control, self-monitoring, task initiation, emotional control, flexible thinking), leaving it unclear whether the effect of serious games is different for different executive functions; and (4) the sample size in most included studies was small (≤100).

The findings of our review and those of previous reviews were consistent for some comparisons and different for others. Specifically, Lampit et al [20] summarized the evidence about the effect of cognitive training games on executive functions among healthy older adults in comparison with passive and active interventions. The review found cognitive training games are as effective as active interventions in improving executive functions; however, it showed that serious games are more effective at improving executive functions in comparison with no or passive interventions [20]. Another review compared the effect of cognitive training games on executive functions with any other interventions (passive or active interventions) [11].

The review demonstrated that cognitive training games are more effective than other interventions at improving executive functions among healthy older adults [11]. Our findings are inconsistent with the findings of these reviews [11,20]. This difference may be attributed to the fact that both reviews focused on healthy older adults only while the current review focused on older adults with cognitive impairment.

Meta-analyses from 2 other reviews showed that the effect of cognitive training games on executive functions among older adults with cognitive impairment is not statistically significant in comparison with other passive and active interventions [22,24]. Our findings are in line with the results of these reviews [22,24]. However, the main differences between the current review and these reviews are as follows: (1) The previous reviews focused only on a specific type of serious games (ie, cognitive training games), while the current review focused on all types of serious games; (2) they did not compare the effect of cognitive training games with a specific type of comparator (no or passive interventions, conventional exercise, other serious games); and (3) they included pilot RCTs and quasiexperiments, whereas the current review excluded such studies.

A systematic review conducted by Yen and Chiu [21] showed that exergames do not significantly improve executive functions among older adults in comparison with other passive and active interventions. Our findings are consistent with the finding of the previous review [21]. In contrast, another review found that exergames are more effective than passive and active interventions in improving executive functions among healthy older adults [19]. This contradictory finding may be attributed to 2 reasons: (1) Although the former review [21] focused on older adults with and without cognitive impairment, the latter review [19] focused on the older adults without cognitive impairment, and (2) the former review [21] assessed the effect of virtual reality exergames, while the latter review [19] examined the effect of exergames in general.

None of the previous reviews compared the effect of adaptive serious games with nonadaptive serious games on executive functions. However, a review compared the effect of adaptive serious games with that of nonadaptive serious games on working memory among older adults with cognitive impairment [47]. The review found no statistically significant difference in working memory between groups [47], and this is in line with our findings.

Strengths and Limitations

Strengths

In comparison with previous reviews [11,18-24], this review is the first of its kind, to the best of our knowledge, that compares both the effect of serious games and their types on executive functions with a specific comparator (ie, no intervention, conventional exercises, and other serious games). Further, this review is the first of its kind to use the GRADE approach to...
appraise the quality of the evidence resulting from the meta-analyses, and this enables the reader to draw more accurate conclusions.

This review followed highly recommended guidelines for reporting systematic reviews (ie, PRISMA); thus, it can be considered a transparent and reproducible review. Our findings are based on RCTs, which are the most rigorous research method in studying cause-effect relationships [48]. Hence, the findings of this review are more likely to be reliable than findings generated from reviews that included other study designs such as pilot RCTs and quasi-experiments.

The risk of publication bias in this current review is not a concern, as the authors sought to retrieve as many relevant studies as possible through searching the most popular databases in information technology and health fields and grey literature databases, conducting backward and forward reference list checking, and using a well-developed search query. In addition, the risk of selection bias in this review is minimal because the study selection, data extraction, risk of bias assessment, and quality of evidence appraisal were conducted by 2 reviewers independently.

Limitations

The current review focused on the effectiveness of digital serious games in improving executive functions among older adults with cognitive impairment. For this reason, this review cannot comment on the effectiveness (1) of nondigital serious games or those used for nontherapeutic purposes (eg, screening or diagnosis), (2) at improving a specific executive function or other cognitive abilities (eg, attention, processing speed, memory), and (3) among other age groups or those without cognitive impairment.

In this review, the effect size for each study was estimated using postintervention data rather than the pre-post intervention change for each group; thereby, it is likely that the effect size is overestimated or underestimated. Postintervention outcome data were used because most studies did not report the mean and standard deviation for pre-post intervention change in executive functions for each group and the difference in executive functions between groups at baseline was not statistically significant in all studies.

This review assessed only the short-term effect of serious games by pooling only postintervention data rather than follow-up data, as the follow-up period was not consistent between the 5 studies that reported follow-up data. Thus, we cannot comment on the long-term effect of serious games on executive functions. It is likely that this review missed some relevant studies given that we excluded studies that were published before 2010, written in a language other than English, quasi-experiments, and pilot RCTs.

Practical and Research Implications

Practical Implications

This review showed no superior effect of serious games compared with no or passive interventions and conventional exercises on executive functions among older adults with cognitive impairment. Further, there was no difference between adaptive serious games and nonadaptive serious games at improving executive functions among older adults with cognitive impairment. However, readers should cautiously interpret our findings for the following reasons: (1) The quality of evidence ranged between very low to low due mainly to high risk of bias, high heterogeneity, and imprecision of the estimated total effect sizes; (2) the number of studies included in several meta-analyses was small; and (3) the sample size in most studies included in the meta-analyses was small. Accordingly, serious games should not be offered or used for improving executive functions among older adults with cognitive functions until more robust evidence is available. This is a call to action for researchers, clinicians, and game developers to continue improving their work and focus on addressing the limitations and concerns discussed earlier.

Smart mobile devices (ie, tablets and smartphones) were not used in any study included in this review. Smart mobile devices are particularly appealing, as they are cheaper, more accessible, and more pervasive than computers and gaming consoles. Globally, the number of mobile devices and mobile users in 2021 were about 15 billion and 7.1 billion, respectively, and these figures are expected to rise considerably by 2025 [49]. There is an opportunity for smart device app developers as well as serious game developers to create and tailor serious games that target executive functions of older adults with cognitive impairment and can be played via mobile devices.

Research Implications

This review addressed the research gap related to the short-term effect of serious games on executive functions among older adults with cognitive impairment. However, further reviews are needed to address the following research gaps: (1) the long-term effect of serious games, (2) the effect of serious games on specific executive functions (eg, inhibition, impulse control, self-monitoring, flexible thinking) and on other cognitive abilities (eg, attention, processing speed, learning), and (3) the effect of serious games among people of different age groups with or without cognitive impairment.

Most included studies were conducted in developed countries: thereby, the generalizability of this review’s findings to developing countries may be limited given the varying nature of their cultures and socioeconomic conditions. Researchers should carry out more studies in developing countries. The mean and standard deviation for pre-post intervention change in executive functions for each group were not reported by most of the included studies. To calculate a more accurate effect size for each study, we urge researchers to report such information in their future publications.

Previous reviews showed that the effect of exergames on executive functions among healthy older adults was investigated by many studies [19,21,23]. However, in the current review, only 3 studies examined the effect of exergames on executive functions among older adults with cognitive impairment. Further studies are required to bridge this research gap. In this review, serious games were compared with conventional cognitive training by only 1 study, and adaptive serious games were compared with nonadaptive serious games by only 2 studies.
To draw more definitive conclusions, these comparisons should be examined by further trials.

Only 3 of the included studies were judged to have a low overall risk of bias, as the remaining studies had issues mainly in the randomization process or selection of the reported results (ie, unpublished protocol or analysis plan). To minimize the risk of bias, researchers should conduct and report their trials according to recommended guidelines or tools such as the RoB-2 [27].

Conclusion

The evidence from this review showed no superior effect of serious games compared with no or passive interventions and conventional exercises on executive functions among older adults with cognitive impairment. However, this should not be considered a definitive conclusion for the following reasons:

1. The quality of evidence ranged between very low to low due mainly to high risk of bias, high heterogeneity, and imprecision of the estimated total effect sizes;
2. the number of studies included in several meta-analyses was small; and
3. the sample size in most studies included in the meta-analyses was small. Therefore, until more robust evidence is available, serious games should not be offered by health care providers nor used by patients for improving executive functions among older adults with cognitive impairment. Further reviews are needed to assess the long-term effect of serious games on specific executive functions or other cognitive abilities among people of different age groups with or without cognitive impairment. Additional RCTs should be conducted to examine the effect of exergames on executive functions among older adults with cognitive impairment and to compare the effect of serious games with conventional exercises.
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Abstract

Background: Novel nonpharmacological therapies are being developed to prevent cognitive decline and reduce behavioral and psychological symptoms in patients with dementia. Virtual reality (VR) reminiscence was reported to improve anxiety, apathy, and cognitive function immediately after intervention in individuals at residential aged care facilities. However, its effect on elderly patients with dementia and how long this effect could last remain unknown.

Objective: The aim of this paper is to investigate the effect of immersive VR reminiscence in people with dementia both immediately after and 3-6 months after intervention.

Methods: A pilot study was conducted in 2 dementia care units. VR reminiscence therapy sessions were conducted twice per week for a 3-month period. Cognitive function, global status, depressive symptoms, and caregiver burden were assessed before and immediately after VR intervention in 20 participants. Subsequently, 7 participants were reassessed 3-6 months after the VR intervention. Wilcoxon sign-rank test was used for statistical comparisons of the changes.

Results: There were no significant changes in cognitive function, global status, and caregiver burden immediately after the VR intervention, but there was a significant reduction in depressive symptoms (P=.008). Moreover, compared with the cognitive function immediately after VR, it kept declining 3-6 months after.

Conclusions: Immersive VR reminiscence can improve mood and preserve cognitive function in elderly patients with dementia during the period of the intervention. Studies using a control group and comparing the use of VR with traditional forms of reminiscence should be conducted in the future to confirm and expand on these findings.

(JMIR Serious Games 2022;10(3):e36720) doi:10.2196/36720
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Introduction

Over the past few decades, as the elderly population has rapidly increased, the prevalence of dementia has also continuously increased in high-income countries, and cognitive decline has had a strong impact on society and the economy [1]. Behavioral and psychological symptoms of dementia (BPSD) are frequently noted in patients with dementia, causing distress, reducing the individual’s quality of life, exacerbating cognitive and functional impairment, and increasing caregiver stress [2]. Although
pharmacological interventions are recommended for the treatment of cognitive impairment and BPSD in Alzheimer disease (AD) and other types of dementia, polypharmacy may cause side effects in the elderly population. Novel and effective nonpharmacological therapies are therefore required.

Virtual reality (VR) is a computer-generated environment that has been developed in recent years. Using headsets, it can provide a fully immersive, highly engaging, and realistic experience. VR is often used for recreational purposes, but it is increasingly being used in medical training, rehabilitation, and therapy [3-5]. Current research suggests that immersive VR is safe and well tolerated, and it can promote engagement and provide an enjoyable experience for people with dementia [6-8].

Reminiscence therapy, one of the most popular psychosocial interventions, involves the discussion of past activities, events, and experiences, usually with the aid of tangible prompts, such as photographs or music [9]. Reminiscence therapy has been shown to have some positive effects for people with dementia by increasing their quality of life, cognition, communication, and mood, although the noted effects were small [9]. Reminiscence therapy using immersive VR may be more effective as it would be more realistic than traditional reminiscence therapy and could lead to increased engagement. In previous studies, immersive VR reminiscence therapy was shown to reduce anxiety and apathy while improving semantic verbal fluency, immediately after a short intervention program in elderly individuals residing in aged care facilities with different cognitive statuses [10,11]. However, the long-term effects in people with dementia remain unknown.

Therefore, we conducted a study to investigate the immediate and 3-6-month effects of immersive VR reminiscence therapy in people with dementia.

**Methods**

**Recruitment**

The participants were recruited from 2 dementia care units in Kaohsiung city, Taiwan. Potentially suitable participants were identified by the staff at the dementia care units based on the inclusion and exclusion criteria. The inclusion criteria were (1) those diagnosed with all-cause dementia by experienced physicians, based on the National Institute on Aging and Alzheimer's Association diagnostic criteria [12]; and (2) attended the dementia care units between July 2020 and March 2021. Participants were excluded if (1) they had poor recognition of the VR images even after adjusting the mounting position of the headset; and (2) their cognitive function was too low or their BPSD was too severe, making assessment difficult.

**Ethics Approval**

The participants and their relatives were informed of the details of the study prior to their inclusion, and appropriate written informed consent was obtained. The Kaohsiung Medical University Hospital Institutional Review Board (KMUHIRB-SV(II)-20190049) approved the study protocol.

**VR Apparatus**

The VIVE Pro VR head-mounted display (HMD) was used to deliver the immersive VR experience to the participants. It is a stand-alone HMD providing stereoscopic vision at a resolution of 2880 x 1600 per eye with a 90 Hz refresh rate. Two controllers were paired with the HMD to enable the participants to interact with the VR environment.

**Preparation of VR Content**

Computer graphics VR images were created based on a historical type of residence that was commonly found throughout Taiwan in 1960-1980 AD (Figure 1). Photographs, narration, and music of personal past significance to the participants were provided by the family or caregivers on an individual basis. These materials were transformed into digital forms and integrated into the VR content. The participants could use the controllers to turn on the radio to play the music and to look through the photo album and browse the photographs with a voice narrating the past meaningful situation and events about the photographs. They could also use the controller to hold rice to feed chickens, which was traditional in many old villages.
Implementation
The VR intervention was administered twice per week over a period of 3 months. The participants viewed and interacted with the VR content for approximately 10 to 12 minutes each time. The HMD images were mirrored to a laptop to enable the researcher to see what the participants were viewing and interacting with. The participants remained seated during the VR intervention to reduce motion sickness when using the HMD and to also minimize the risk of falls in the elderly. During VR intervention, there was a conversation between the researcher and the participant regarding the content being viewed. The participants were provided with the controllers to enable them to interact with the VR space, and the researcher was beside them to assist and guide them when needed.

Assessment of Questionnaire and Scores
Before and after the VR intervention, the participants were assessed on their cognitive function using the Cognitive Abilities Screening Instrument (CASI), the Mini-Mental State Examination (MMSE), the global status by Clinical Dementia Rating (CDR), and the depressive symptoms by Center for Epidemiological Studies Depression (CESD). Caregiver burden was evaluated using the Zarit Caregiver Burden Interview (ZBI).

Cognitive Abilities Screening Instrument
The CASI was used to objectively assess overall cognitive function. The CASI has a score range of 0 to 100 and provides a quantitative assessment of attention, concentration, orientation, short-term memory, long-term memory, language abilities, visual construction, list-generating fluency, abstraction, and judgment [13]. Pilot testing has demonstrated its usefulness in monitoring disease progression and in providing profiles of cognitive impairment [13].

Mini-Mental State Examination
Cognitive impairment was also assessed using the MMSE, which assesses orientation, immediate recall, calculation or attention, delayed recall, naming, repetition, 3-stage command, reading, writing, and constructional praxis. The total score is 30, and a lower score indicates more severe cognitive impairment [14].

Clinical Dementia Rating
The global status of dementia was defined according to the CDR. The CDR is a widely used clinical staging instrument for characterizing the manifestation and severity of dementia. It is generated from a semistructured interview with the patient and a knowledgeable informant evaluating six cognitive domains (memory, orientation, judgment and problem solving, community affairs, home and hobbies, and personal care). The overall CDR is derived by providing ratings for each of the six domains, where a score of 0 indicates normal; a score of 0.5 signifies uncertain or very mild impairment; and a score of 1, 2, or 3 corresponds to mild, moderate, or severe impairment.

Figure 1. Scenes from the computer generated virtual reality reminiscence. Computer graphics images based on (A) a historical type of residence that was commonly found throughout Taiwan between 1960-1980 AD. (B) The participants could use the controllers to turn on the radio to play music and (C) to open the photo album to browse the photographs with a voice narrating. (D) They could also use the controllers to hold rice to feed chickens, which was traditional in older villages.
The scores for the six domains can then be added together (CDR Sum of Boxes [CDR-SB]).

**Center for Epidemiological Studies Depression**

Depressive symptoms were assessed using the CESD, a 20-item self-administered questionnaire. On a 4-point Likert scale ranging from 0 (none) to 3 (5 days or more), the participants were asked to rate the frequency with which each item occurred every week. Higher scores indicate more severe depressive symptoms [16].

**Zarit Caregiver Burden Interview**

The ZBI is a well-known self-reporting measure of perceived burden among caregivers. The instrument measures the caregiver’s emotion, psychological health, well-being, social and family life, finances, and degree of control over one’s life. The version used contains 22 items, and each item on the questionnaire is a statement that the caregiver is asked to endorse on a 5-point Likert scale (0: never; 1: rarely; 2: sometimes; 3: quite frequently; and 4: nearly always) [17]. Higher scores indicate higher caregiver burden.

**Statistical Analysis**

Data were collected from July 2020 to March 2021. In the results, the data are presented as mean (SD) or as a proportion.

### Table 1. Baseline demographic characteristics, cognitive function, and global status of the participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values (N=20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>79.0 (7.8)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>9 (45)</td>
</tr>
<tr>
<td>Female</td>
<td>11 (45)</td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>10.8 (4.3)</td>
</tr>
<tr>
<td>CASIa, mean (SD)</td>
<td>55.5 (15.6)</td>
</tr>
<tr>
<td>MMSEb, mean (SD)</td>
<td>15.4 (5.5)</td>
</tr>
<tr>
<td>CDRc, n (%)</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>2 (10)</td>
</tr>
<tr>
<td>1</td>
<td>15 (75)</td>
</tr>
<tr>
<td>2</td>
<td>3 (15)</td>
</tr>
<tr>
<td>CDR sum of boxes, mean (SD)</td>
<td>7.3 (3.0)</td>
</tr>
</tbody>
</table>

*a*CASI: Cognitive Assessment Screening Instrument.

*b*MMSE: Mini-Mental State Examination.

*c*CDR: Clinical Dementia Rating.

### Statistical Analysis

Data were collected from July 2020 to March 2021. In the results, the data are presented as mean (SD) or as a proportion.

### Baseline Demographic Characteristics, Cognitive Function, and Global Status

A total of 25 individuals were enrolled in the study at the beginning; 2 (8%) were excluded because they left the dementia care units, and 3 (12%) were excluded as they were unable to receive a postintervention evaluation due to physical problems. The baseline demographic characteristics, cognitive function, and global status of the 20 participants who completed the study are shown in Table 1. The participants’ mean age was 79.0 (SD 7.8) years; 45% (9/20) were male and 55% (11/20) were female. The mean education level was 10.8 (SD 4.3) years. The mean CASI score was 55.5 (SD 15.6), and the mean MMSE score was 15.4 (SD 5.5). According to CDR, 2/20 (10%) participants had very mild dementia, 15/20 (75%) participants had mild dementia, and 3/20 (15%) participants had moderate dementia.

### The Immediate Effect of VR Reminiscence

The immediate effects of immersive VR on cognition, global status, depressive symptoms, and caregiver burden are shown in Table 2. There were no significant differences in the MMSE, CASI and its subdomains, CDR-SB, and ZBI scores before and immediately after VR intervention, while the scores for CESD significantly decreased from 6.15 (SD 5.73) to 3.15 (SD 4.26; \( P < .008 \)).
Table 2. The immediate effect of virtual reality (VR) reminiscence on cognition, global status, depressive symptoms, and caregiver burden. The comparison of scores before and after VR were evaluated by Wilcoxon sign-rank test.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Before VR, mean (SD)</th>
<th>Immediately after VR, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMSE</td>
<td>15.40 (5.47)</td>
<td>14.95 (5.13)</td>
<td>.48</td>
</tr>
<tr>
<td>CASI</td>
<td>55.47 (15.64)</td>
<td>54.46 (16.64)</td>
<td>.22</td>
</tr>
<tr>
<td>Remote memory (0-10)</td>
<td>8.75 (1.80)</td>
<td>8.25 (2.51)</td>
<td>.13</td>
</tr>
<tr>
<td>Orientation (0-18)</td>
<td>6.65 (3.86)</td>
<td>6.85 (3.68)</td>
<td>.52</td>
</tr>
<tr>
<td>Attention (0-8)</td>
<td>5.85 (1.43)</td>
<td>5.65 (1.63)</td>
<td>.54</td>
</tr>
<tr>
<td>Concentration (0-10)</td>
<td>5.85 (2.91)</td>
<td>5.95 (3.12)</td>
<td>.77</td>
</tr>
<tr>
<td>Recent memory (0-12)</td>
<td>1.59 (1.55)</td>
<td>1.66 (1.88)</td>
<td>.46</td>
</tr>
<tr>
<td>Fluency (0-10)</td>
<td>3.30 (2.00)</td>
<td>3.40 (2.42)</td>
<td>.95</td>
</tr>
<tr>
<td>Language (0-10)</td>
<td>7.58 (2.39)</td>
<td>7.45 (1.99)</td>
<td>.70</td>
</tr>
<tr>
<td>Abstraction (0-6)</td>
<td>3.00 (1.69)</td>
<td>2.80 (1.32)</td>
<td>.30</td>
</tr>
<tr>
<td>Judgment (0-6)</td>
<td>4.65 (1.27)</td>
<td>4.75 (1.21)</td>
<td>.74</td>
</tr>
<tr>
<td>Visual construction (0-10)</td>
<td>8.25 (2.75)</td>
<td>7.70 (3.33)</td>
<td>.10</td>
</tr>
<tr>
<td>CDR^c sum of boxes</td>
<td>7.26 (3.00)</td>
<td>7.33 (2.43)</td>
<td>.64</td>
</tr>
<tr>
<td>CESD^d</td>
<td>6.15 (5.73)</td>
<td>3.15 (4.26)</td>
<td>.008^e</td>
</tr>
<tr>
<td>ZBI^f</td>
<td>34.65 (15.98)</td>
<td>31.20 (14.05)</td>
<td>.14</td>
</tr>
</tbody>
</table>

| aMMSE: Mini-Mental State Examination. |
| bCASI: Cognitive Assessment Screening Instrument. |
| cCDR: Clinical Dementia Rating. |
| dCESD: Center for Epidemiological Studies Depression. |
| eSignificant value is shown in italics. |
| fZBI: Zarit Caregiver Burden Interview. |

The Long-term Effect of VR Reminiscence

Among the 20 participants, 7 (35%) were followed up 3-6 months after the VR intervention. No significant changes in MMSE, CASI and CDR-SB were noted before and immediately after VR in these 7 participants; however, the CASI score significantly decreased 3-6 months after VR, compared to immediately after VR (52.14, SD 15.71 vs 57.50, SD 12.40; P=.03; Tables 3 and 4; Figure 2).

Table 3. Cognition and global status before and immediately after virtual reality (VR) reminiscence in 7 participants. The comparison of scores were evaluated by Wilcoxon sign-rank test.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Before VR, mean (SD)</th>
<th>Immediately after VR, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMSE</td>
<td>15.57 (4.76)</td>
<td>16.29 (4.07)</td>
<td>.67</td>
</tr>
<tr>
<td>CASI</td>
<td>58.80 (12.48)</td>
<td>57.50 (12.40)</td>
<td>.50</td>
</tr>
<tr>
<td>CDR^c sum of boxes</td>
<td>6.50 (1.61)</td>
<td>6.86 (1.28)</td>
<td>.10</td>
</tr>
</tbody>
</table>

| aMMSE: Mini-Mental State Examination. |
| bCASI: Cognitive Assessment Screening Instrument. |
| cCDR: Clinical Dementia Rating. |
Table 4. Cognition and global status immediately after and 3-6 months after virtual reality (VR) reminiscence in 7 participants. The comparison of scores were evaluated by Wilcoxon sign-rank test.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Immediately after VR, mean (SD)</th>
<th>3-6 months after VR, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMSE&lt;sup&gt;a&lt;/sup&gt;</td>
<td>16.29 (4.07)</td>
<td>16.00 (5.23)</td>
<td>.75</td>
</tr>
<tr>
<td>CASI&lt;sup&gt;b&lt;/sup&gt;</td>
<td>57.50 (12.40)</td>
<td>52.14 (15.71)</td>
<td>.03&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>CDR&lt;sup&gt;d&lt;/sup&gt; sum of boxes</td>
<td>6.86 (1.28)</td>
<td>7.93 (2.86)</td>
<td>.31</td>
</tr>
</tbody>
</table>

<sup>a</sup>MMSE: Mini-Mental State Examination.

<sup>b</sup>CASI: Cognitive Assessment Screening Instrument.

<sup>c</sup>Significant value shown in italics.

<sup>d</sup>CDR: Clinical Dementia Rating.

Figure 2. Mini-Mental State Examination (MMSE) and Cognitive Abilities Screening Instrument (CASI) scores before, immediately after, and 3-6 months after virtual reality (VR) reminiscence in 7 participants. Data are shown as mean (SD) for quantitative variables. A comparison of a) MMSE and b) CASI scores before and immediately after VR as well as immediately after VR and 3-6 months after VR were evaluated by Wilcoxon sign-rank test (P<.05 is statistically significant); i: immediately.

Discussion

Principal Results

In this paper, we investigated the potential effects of immersive VR reminiscence therapy in people with dementia, as well as studying how long the effects could last. Although there were no obvious changes in cognition, global status, and caregiver burden after the VR intervention, the depressive symptoms improved significantly after VR therapy. Compared to the CASI scores immediately after VR, the scores after 3-6 months were significantly decreased. In other words, immersive VR reminiscence may improve mood and preserve cognitive function in elderly patients with dementia during the period of intervention. To the best of our knowledge, this is the first study to explore not only the possible effects of immersive VR reminiscence but also the effect period in people with dementia.

Comparison With Prior Work

Although the use of VR is being developed in many different fields, evidence regarding reminiscence interventions with immersive VR in patients with dementia remains limited. Niki et al [10] found that immersive VR reminiscence could reduce anxiety in the elderly living in a nursing home, without causing serious side effects. However, most of their participants had preserved cognitive function at baseline. Saredakis et al [11] recruited 17 older adults residing in an aged care facility for tailored VR reminiscence and found that it could improve apathy and semantic verbal fluency immediately after the intervention. However, more than half of the participants in that study had no or minimal cognitive impairment. Contrary to these previous studies, we recruited participants who were attending dementia care units to explore the effect of immersive VR reminiscence in individuals with dementia.

People with dementia have a high incidence of depression, which reduces the quality of life for both patients and caregivers and is associated with increased costs and reduced cognition [18]. Although reminiscence therapy may have some benefits in reducing depression in people with dementia, its effectiveness should be tested further [19]. In a multicenter randomized controlled trial, reminiscence therapy failed to improve depressive symptoms in older adults with dementia [20,21], whereas in our study, VR reminiscence significantly reduced depressive symptoms. As an interesting and enjoyable tool, VR intervention may be more effective than traditional reminiscence in improving mood. Further studies comparing VR reminiscence with traditional forms of reminiscence should be conducted in the future.

Based on previous studies, it was not known how long the effects of VR could last. Therefore, we reassessed 7 of the study participants 3-6 months after the VR intervention, and we found that their cognitive function kept declining after discontinuing the intervention. Because more than half of the etiology of
dementia is AD, a degenerative disease with an average MMSE decrease of 1.15 points and a CASI decrease of 4.27 points per year [22], the fact that there was no obvious change in cognition during the VR intervention implies that the VR reminiscence therapy may maintain cognition or reduce cognitive decline in people with dementia. Further studies with maintained VR intervention should be conducted to confirm this.

It is reasonable that enough sessions of VR are required to obtain therapeutic effects. In a previous study promoting VR reminiscence in people with dementia, there were no significant changes in the psychological and behavioral symptoms and in the quality of life after a short course of intervention, even though the caregivers assessed the experience as potentially beneficial for most participants [23]. Park et al [24] suggested that reminiscence therapy of more than 8 sessions might be required to obtain any therapeutic effects. Therefore, in our study, the VR intervention was administered twice per week with a period of 3 months.

Our study design was different from that of most previous studies, and our participants could use the controllers to interact with the virtual environment. Interactive VR has been found to increase the sense of presence and to have a positive effect on the immersive experience [25]. Recent research has found that the use of VR in providing interactions may be an alternative way of delivering stimulation to people with dementia who do not participate in other lifestyle activities [26], and interactions can be recorded during the VR experience. In future studies, recording of the participants’ limb movement while they use the controllers could enable analysis of the speed and accuracy of their movements.

Limitations

There were some limitations to this study. First, there was no control group or a group receiving traditional reminiscence therapy; therefore, the results of this study must be carefully interpreted. Second, the number of subjects was small, especially in the reassessed cases. Studies with larger sample sizes should be conducted in the future to validate our findings. Third, the staff at the dementia care units identified the potentially suitable participants for the study; therefore, the effects may not be applicable to all cases of dementia. Fourth, our VR reminiscence was not totally personalized because computer graphics take a lot of time to create and are expensive. Some VR images were different from those in the subjects’ own memories, and using personalized content has been demonstrated to be more effective than using generic content [27]. To combat this, we collected personal photographs and music from the participants’ past experiences, which could be used to tailor the VR experience. Despite the reported limitations, this study is a pilot study to explore not only the potential effect of immersive VR reminiscence but also how long the effect existed in people with dementia. We also objectively evaluated the possible effects on caregiver burden. During the COVID-19 pandemic, digital therapeutics such as VR are important for facilitating remote health care and for reducing the risk of cluster infections.

Conclusions

Our study found that immersive VR reminiscence may improve mood and preserve cognitive function in elderly patients with dementia during the period of the intervention. Studies using a control group and comparing the use of VR with traditional forms of reminiscence should be conducted in the future to confirm and develop these findings.

Acknowledgments

This study was supported by grants from National Health Research Institutes Grant (PH-110-GP-08, PH-111-GP-08), Ministry of Science and Technology (MOST 108-2745-8-037-011), Kaohsiung Medical University Research Center (KMU-TC110B03), and Kaohsiung Municipal Ta-Tung Hospital, Kaohsiung, Taiwan (KMTTH-110-027). We also thank HamaStar Technology Co, Ltd for their assistance.

Conflicts of Interest

None declared.

References


16. Huang & Yang JMIR Serious Games 2022 | vol. 10 | iss. 3 | e36720 | p. 56

Abbreviations

AD: Alzheimer disease
BPSD: behavioral and psychological symptoms of dementia
CASI: Cognitive Abilities Screening Instrument
CDR-SB: Clinical Dementia Rating-Sum of Boxes
CDR: Clinical Dementia Rating
CESD: Center for Epidemiological Studies Depression
HMD: head-mounted display
MMSE: Mini-Mental State Examination
VR: virtual reality
ZBI: Zarit Caregiver Burden Interview

Please cite as:
Huang LC, Yang YH
The Long-term Effects of Immersive Virtual Reality Reminiscence in People With Dementia: Longitudinal Observational Study
JMIR Serious Games 2022;10(3):e36720
URL: https://games.jmir.org/2022/3/e36720
doi: 10.2196/36720
PMID: 35877169

©Ling-Chun Huang, Yuan-Han Yang. Originally published in JMIR Serious Games (https://games.jmir.org), 25.07.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Serious Games, is properly cited. The complete bibliographic information, a link to the original publication on https://games.jmir.org, as well as this copyright and license information must be included.
Tutorial

Developing Serious Video Games to Treat Attention Deficit Hyperactivity Disorder: Tutorial Guide

Aarón Sújar, PhD; Marina Martín-Moratinos, MSc; María Rodrigo-Yanguas, PhD; Marcos Bella-Fernández, MSc; Carlos González-Tardón, PhD; David Delgado-Gómez, PhD; Hilario Blasco-Fontecilla, MD, PhD

Department of Psychiatry, Hospital Universitario Puerta de Hierro Majadahonda, Majadahonda, Spain

Department of Computer Engineering, Universidad Rey Juan Carlos, Madrid, Spain

Faculty of Medicine, Universidad Autónoma de Madrid, Madrid, Spain

Faculty of Psychology, Universidad Autónoma de Madrid, Madrid, Spain

Department of Psychology, Universidad Pontificia de Comillas, Madrid, Spain

Tecnocampus, Universitat Pompeu Fabra, Mataró, Spain

Department of Statistics, Universidad Carlos III, Leganés, Spain

ITCA Mental Health, Madrid, Spain

Centro de Investigación Biomédica en Red Salud Mental, Madrid, Spain

*these authors contributed equally

Corresponding Author:
Hilario Blasco-Fontecilla, MD, PhD
Department of Psychiatry
Hospital Universitario Puerta de Hierro Majadahonda
1 C Joaquín Rodrigo
Majadahonda, 28222
Spain
Phone: 34 911916019
Email: hmblasco@yahoo.es

Abstract

Video game–based therapeutic interventions have demonstrated some effectiveness in decreasing the symptoms of attention deficit hyperactivity disorder (ADHD). Compared with more traditional strategies within the multimodal treatment of ADHD, video games have certain advantages such as being comfortable, flexible, and cost-efficient. However, establishing the most appropriate type(s) of video games that should be used for this treatment remains a matter of debate, including the commercial existing video games or serious video games that are specifically constructed to target specific disorders. This guide represents a starting point for developing serious video games aimed at treating ADHD. We summarize the key points that need to be addressed to generate an effective and motivating game-based treatment. Following recommendations from the literature to create game-based treatments, we describe the development stages of a serious video game for treating ADHD. Game design should consider the interests of future users; game mechanics should be based on cognitive exercises; and therapeutic mechanisms must include the control of difficulty, engagement, motivation, time constraints, and reinforcement. To elaborate upon this guide, we performed a narrative review focused on the use of video games for the treatment of ADHD, and were inspired by our own experience during the development of the game “The Secret Trail of Moon.”

(JMIR Serious Games 2022;10(3):e33884) doi:10.2196/33884
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Introduction

Attention deficit hyperactivity disorder (ADHD) is the most frequent neurodevelopmental disorder with a worldwide prevalence ranging between 4% and 8% [1]. Core ADHD symptoms (inattention, hyperactivity, and impulsivity) negatively impact social, emotional, and/or cognitive domains compromising two or more areas of daily life [2]. The prognosis is clouded by comorbidities such as executive dysfunction [3] or emotional dysregulation, among others [4]. If undetected or
untreated, people with ADHD have a higher probability of accidents, school dropout, addictions, and mortality [5].

According to guidelines, the treatment of choice for ADHD is multimodal [6]. Low adherence to medication is common [7], which is explained by several factors: adverse effects, parent preferences, misuse, and/or omissions [8]. Cognitive behavioral therapy (CBT) is the most effective psychological treatment for ADHD [6]. Although CBT has shown effectiveness in adolescents with ADHD [9], psychotherapies are not usually implemented within public health systems [10]. Furthermore, lack of motivation and engagement are core characteristics of ADHD [4]. Accordingly, any intervention aimed at rehabilitating ADHD should be focused on fun. New technologies, particularly video games, have the potential to fulfill this goal. Indeed, Sonuga-Barke [11] affirms that the playful elements of video games help to maintain motivation for engaging in therapy.

According to the Interactive Software Federation Europe [12], there are currently more than 24 million game players in the age group of 6-15 years across the European market. People with ADHD are more prone to use video games, being up to three times more likely to develop an addiction [13]. However, appropriate use of video games may complement multimodal treatment [14]. Indeed, there is preliminary evidence about the potential use of serious video games to treat ADHD [15-17]. Furthermore, there are guidelines for the creation of health-based games. For example, Duncan et al [18] proposed useful tools (Playbook) for multidisciplinary teams devoted to the development of serious games–based therapies. Kinross [19] proposed a methodology for creating health games inspired by current medical intervention methodologies. Lastly, Baranowski [20] highlights the minimum descriptions that must be considered when developing a new game for health.

The aim of this Tutorial is to provide a basic guide for developers of serious video games targeting ADHD by considering the particularities (eg, lack of adherence, addiction) of this disorder. We offer a roadmap for companies, programmers, and researchers interested in this field. We take advantage of our own experience in developing the serious game “The Secret Trail of Moon” (TSTM) [21-23], a serious video game designed to treat ADHD, which has been tested in a randomized clinical trial (ClinicalTrials.gov NCT04355065).

Benefits of Video Games

Video games offer intrinsic benefits that can be exploited for other purposes. Some studies stressed that video games could have beneficial cognitive effects on attention and visuospatial abilities in adults [24]; can improve attention, effort, and motivation [25]; or can be effective on top-down attentional control, task-switching, processing speed, and increased time perception [26]. Other studies outline the motivational capacity of video games on emotional and social skills [27].

Video games created with nongame objectives, which are known as “serious video games,” have been developed for different activities such as training, education, or evaluation in nonludic environments [28]. Serious video game activities are motivationally challenging while simultaneously offering users a fun learning experience. Their narratives and technical resources can increase the level of engagement of the user to pursue a specific objective [29]. Levels of engagement are linked to positive emotions produced by effort and overcoming obstacles, which are essential aspects in turning a video game into a tool [30].

Video game–based therapeutic interventions have proven to be useful in health care environments. As previously mentioned, children with ADHD have low intrinsic motivation and poor internal language, which make it difficult for them to complete tasks, leading to procrastination. This low intrinsic motivation causes them to become bored earlier, relying more on an external stimulus or more engaging tasks [4]. Therapeutic interventions based on gamification and video games can be a good strategy for overcoming this problem. In fact, video game–based therapeutic tools appear to be useful and effective in the treatment of ADHD. Engagement rates with video game–based interventions are generally high, with low rates of dropouts (see [15,17] for reviews).

IDEAL-Games Framework

Overview

Taking into account the references on the creation of health-based games mentioned in the Introduction, we have adapted Kinross’ [19] proposal and the terminology of Duncan et al [18] and Baranowski [20]. To create a successful therapeutic game, three issues need to be addressed [31]: (1) focus on therapeutic objectives, (2) use game design principles, and (3) incorporate patients’ opinions to adjust to their interests. Figure 1 shows the IDEAL-Games proposal. The IDEAL-Games framework describes the video game development process: (1) Idea, (2) Development, (3) Exploration, (4) Evaluation of the effectiveness, and (5) Long-term assessment to understand the effects over time [19].

Throughout the process, the collaboration of a multidisciplinary team is essential to balance clinical and technical components [31]. Duncan et al [18] remarked that clinicians and researchers master the mechanisms of health behavior change but know much less about the creation of an optimal player experience compared with game developers. Therefore, it is important to “create” a common language and for knowledge to be condensed in a Game Playbook [18] or game design document, eliminating jargon and creating a document that can be easily understood by all members of the team. In the case of TSTM [21], the consortium includes: (1) health care professionals, (2) a serious video game consultant, and (3) a game development company.
Figure 1. IDEAL-Games framework [22] adapted to create a general guide for game-based attention deficit hyperactivity disorder treatment.

Idea

In the video game industry, a preproduction phase is common. The idea starts by detecting an unmet need. The planning of a project is key to obtain a quality product that is developed within the estimated time and cost. In the case of game-based treatment, the team should stress the main treatment goal, which is based on the literature and the theoretical models chosen. Problem definition determines the final goal. In our example, TSTM [21] was based on the models proposed by Russell Barkley [32] and Thomas Brown [33]. See Rodrigo-Yanguas et al [21,22] for a description of the general characteristics of TSTM.

The idea stage is similar to the preproduction of a video game and refers to the process where a multidisciplinary team identifies the therapeutic goals of the video game. This stage provides a clear overview of what the team aims to achieve during the game-play experience and the first drafts of the game that will be developed in the next stage of the process. They should identify the targeted variables aligned with the therapeutic objectives and the strategies that will be followed to achieve the desired outcome. In the case of TSTM, developing these game mechanics involved hours of discussion within the team to find a balance between psychology and technology: the developers wanted a fun game, while the mental health professionals required internal validity of the game based on psychological constructs. Figure 2 displays the logic model built for TSTM.

Figure 2. Logic model built for The Secret Trail of Moon (based on Duncan et al [18]). ADHD: attention deficit hyperactivity disorder.

The use of new technologies may enhance ecological validity through incorporating complexity, novelty, and diversity in the process of developing the video game [34]. However, choosing an innovative technology represents a challenge. The choice will determine both the game and therapeutics mechanics, and affects the entire developmental stage. Developers must consider the barriers of entry, licensing costs, previous experience, and the scalability of the platform chosen. On the patient side, the developer team must consider the commonly used platforms by the general public, the price, and their commercial availability. The inclusion of these factors can enhance the patient’s motivation, isolate the patient from outside distractions, or complement the development of other qualities, which can in turn increase the effectiveness of the treatment. For instance,
TSTM uses Playstation VR [22], Benzing and Schmidt [35] used Microsoft Kinect to develop an exergame, and Lim et al [36] developed an attention training game where children play via the signals detected by electroencephalogram electrodes. Virtual reality (VR) has been a major challenge in the development of TSTM. An example of this is the Kitsune game [21], which was programmed but could not be finally implemented for two reasons: a failed design (Kitsune failed to work on inhibitory control) and motion sickness (due to an interface very close to the player’s vision and being a game in motion). Therefore, we recommend choosing the technology with caution and establishing a good design.

Development

User-Centered Design

In this stage, the multidisciplinary team builds the game’s prototype, considering the game components highlighted by Kinross [19]: game mechanics balanced with elements of game design to improve engagement, motivation, and reinforcement. Since video games intrinsically have a motivational design [29], a serious video game should be similarly designed. In line with the IDEAL-Games framework, we suggest the user-centered design (UCD) as a design methodology. This iterative methodology is oriented to take into account what the users themselves expect from the game [37]. Finally, compared with commercial games, serious video games must be scientifically tested to check that the usability and efficiency are adequate.

The UCD methodology also allows for recording user performance; collecting this preliminary data with real users allows for closer adjustment to the patient’s needs. In the development of TSTM [21,22], there were two events that emerged in user testing. Enigma had to be refined to improve the impact on working memory, and for Smasher, including a bug representing a distractor (a bird flying in a strange way), psychologists suggested that this incoherent stimulus could be more distracting and was incorporated as an advanced distractor. UCD methodology allowed us to redesign the game mechanics considering how people with ADHD behaved during the game.

The initial TSTM design was modified following suggestions from patients with ADHD about esthetics, game difficulty, or rewards [22]. The UCD methodology fulfilled two additional objectives: the designers checked the correct functioning of the game and the ADHD patients felt involved in the development process.

Engaging a Patient With ADHD to Begin Treatment

Treatment with therapeutic video games may help to improve adherence to multimodal treatment in ADHD by bringing patients closer to treatment.

The game’s theme is important in the design process, as player preferences may differ from one player to another. Games such as EndeavorRx [38] or Plan-it-Commander [39] are inspired by space and astronauts. Regarding TSTM, each mini game takes place in the forest, as regular interaction with nature can be beneficial for people with ADHD [40]. Furthermore, it is possible to design exercises that are compatible with different game environments. Thus, users could choose the setting of the game without modifying its mechanics. By doing so, motivation for the task may be enhanced along with an increase in the adherence to treatment. Although this guide is oriented to the usually chosen age range of 6 to 18 years, generating different appearances depending on the patient’s age would likely be a good approach to treat ADHD during an individual’s growth and development. The same mechanics could even be used for adults by adopting more mature and sophisticated themes.

A serious video game also has the following requirements: (1) easy to understand, (2) require a minimal cognitive load (baseline), and (3) gradual level of difficulty. The baseline can be designed as an in-game tutorial. It is important to ensure that the person has understood the task and how to perform it. All of these elements were examined in the previously mentioned usability study for TSTM [22]. The aforementioned user-centered model [37] can help to adjust design guidelines.

Keeping a Patient Motivated With Serious Video Games

Sampayo-Vargas et al [41] stressed that in order to make educational computer games intrinsically motivational, it is critical to provide an optimal level of challenge. The difficulty curve should be neither too boring nor too frustrating. Users play the game and try to learn the correct pattern to follow to pass the given task and master it. Initially, they are entertained; however, when the game is no longer a challenge, users tend to become bored and give up [42]. For people with ADHD, novel challenges may improve adherence to treatment by increasing motivation. Furthermore, the game must automatically adjust to the individual’s performance level [37,41]. Games such as EndeavorRx [38] change the level of difficulty until the player is performing at an 80% rate of accuracy. Here, it is important to stress that artificial intelligence (AI) may help to personalize and update the needs of each individual in a specific context and time by adjusting at that precise moment (eg, type of game, intensity).

To avoid boredom, game design components should be included in any serious video game related to objects, mechanics, dynamics, and emotions [43]. “Juiciness” is a novel concept that refers to adding visual embellishments, sounds, and other types of nonfunctional elements, thus allowing developers to improve players’ experience in their games [29]. Juiciness should not affect the game mechanics but rather only focus on the extra elements (eg, menus, transitions, feedback), pursuing the development of a simple, minimalistic, intuitive, and easy-to-understand interface.

People with ADHD have limited self-perception and objectivity in task performance [4]. Therefore, providing simple and direct feedback as the player progresses consistently is a fundamental requirement in the design of the proposed serious video games [42]. To avoid too much frustration that may lead to abandoning the video game, points, badges, leaderboards, and other game components can be used. Moreover, introducing small doses of challenge could be helpful to improve frustration tolerance. Achieving engagement through the attractiveness of the task may benefit emotional dysregulation. Indeed, a recent review [44] concluded that regular, nonexcessive video game use can help to enhance emotional regulation in children. A good
example is EmoGalaxy [45], which is a video game that improved emotional regulation in children diagnosed with ADHD.

Although video games are usually visually based, music and sounds are also fundamental elements that facilitate flow in video games alongside other elements. However, these elements should not be overwhelming, because people with ADHD are more likely to be distracted. Thus, audio-visual integration can be used to vary the intensity of emotional experience states [46]. To facilitate the sense of progress, missions can be completed. Performance can be quantified and made visible in changes in the user interface, counters, and score, among other elements [42]. This feedback can be provided by using as many senses as possible, including visual stimulus (ie, colors to show the level of performance), auditory stimulus (ie, sounds to point at a hit, error, task change), or nociceptive stimulus (ie, the vibration of the game controller can indicate that a mistake has been made).

Improving ADHD Symptoms

People with ADHD present broad clinical and cognitive variability [3]. Accordingly, any serious therapeutic intervention should ideally provide a tailored treatment targeting each patient’s specific difficulties and circumstances. In other words, serious video games should be developed within a personalized medicine framework [47].

Dovis et al [48] suggested that children with ADHD are less stimulated by reinforcement than typically developing children (likely due to a dopaminergic deficit), and therefore require higher amounts and frequencies of reward to perform optimally. These rewards should be more frequent at the beginning of the game (extrinsic motivation) and should decrease in frequency as the sessions progress, rewarding good performance with larger rewards (intrinsic motivation). However, people with ADHD may have delay aversion: a preference for small, immediate over larger, but delayed rewards [49]. Thus, it may be interesting to work on impulsivity through the reinforcement system [50]. Good task execution can also be rewarded through juicy embellishments and in-game achievements.

Avoiding Addiction

As previously discussed, people with ADHD may be more dependent on extrinsic motivation [51,52]. Children with ADHD are also more at risk of addiction to video games [13]. To avoid this, the focus should be on limiting the time spent playing. Furthermore, these time constraints may positively impact engagement by avoiding fatigue.

Research estimates that the average student’s attention span is 10-20 minutes [53]; however, one of the symptoms of ADHD is sustained attention. Children with ADHD frequently experience hyper focus (the experience of focusing on something to the extent that all other stimuli are almost completely excluded) when playing video games [54]. Despite this, hyper focus cannot ensure that patients will continue to receive benefits, as illustrated in theories of deliberate practice [55]. Consequently, we have to reach a compromise between reinforcing the patient’s attention beyond their own attention span and reducing gaming time to avoid addiction. Following the state of the art [15-17], treatments of 20-40 minutes 4-5 days a week seem to achieve more positive effects.

King et al [56] proposed five characteristics and their potential for game abuse: social features, manipulation and control features, narrative and identity features, reward and punishment features, and presentation features (see Table 1).

<table>
<thead>
<tr>
<th>Game feature</th>
<th>Potential for game abuse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social features</td>
<td>Do not play a relevant role in serious games, because they tend to be individually played</td>
</tr>
<tr>
<td>Control features</td>
<td>Need to master game controls</td>
</tr>
<tr>
<td>Resource management</td>
<td>Keeping resources above a minimum amount</td>
</tr>
<tr>
<td>Reward/punishment</td>
<td>Bonus content or additional resources associated with outstanding performance</td>
</tr>
<tr>
<td>Narrative and identity</td>
<td>Excess of immersion, excess of attachment to player’s avatar</td>
</tr>
</tbody>
</table>

Sessions should last approximately 20-30 minutes depending on the patient’s age. We recommend dividing the session into a variety of tasks [52]. Every 10 minutes, there can be a change of task (greater variability) or short breaks [4]. Furthermore, it is important to plan a sufficient number of sessions to consolidate learning. For instance, each TSTM training session lasts 25-30 minutes divided into three blocks. Two blocks of 10 minutes each are used for training with two game mechanics (Smasher, Kuburi, Tekateki, or Enigma), along with a third block of 5 minutes of chess-based game mechanics. The sessions are counterbalanced, randomizing the order of the blocks to avoid being repetitive or boring (see [23]).

Game Mechanics

According to Koster’s [57] definition in the Theory of Fun of Game Design, game mechanics are “rule-based systems/simulations that facilitate and encourage the user to explore and learn the properties of their possibility space through the use of feedback mechanisms.”

In a serious video game, game mechanics are the main intervention components through which patients acquire metacognitive strategies and skills to improve their cognitive abilities [18]. Game mechanics promote learning and repetition of the task, which can help to establish generalization.

Analyzing the serious video games included in several recent reviews [15-17] led us to the conclusion that almost all current ADHD treatments are structured in a compilation of mini games...
that generally tend to be similar to a regular video game (with respect to narrative, lore, esthetics, etc). In contrast, serious games for ADHD assessment are rarely more than one mini game, inspired by single tests. This is in keeping with a general recommendation of developing short and discrete tasks for people with ADHD, among others [43]. The use of mini games provides a clear advantage: the combination of mini games helps to personalize treatment for each patient by being able to distinguish which cognitive processes require more training.

Mini games can be created by adapting a cognitive task using game-up and mapping techniques [43] or from scratch. To attract attention, we can introduce design strategies such as gamifying the cognitive task stimuli to try to produce positive sensations. However, this process is specific to the disorder for which the treatment is intended. Khaleghi et al [43] proposed following the Objects, Mechanics, Dynamics, Emotions (OMDE) design guidelines. When designing game mechanics, it is critical to validate the cognitive aspects of the game. For example, in people with ADHD, it is necessary to control distractions, the cognitive load, and the time spent. Indeed, there are three main cognitive aspects that affect people with ADHD: attention, executive functions, and daily skills.

Inattention is one of the core symptoms of ADHD [2]. In traditional attention-training tasks, children with ADHD perform worse than typically developing children [52]. New mini games can be created to treat different types of attention. Additionally, ADHD presents great comorbidity with executive dysfunction [3]. Some games can help to train executive functions such as inhibition control, working memory, planning, or reasoning.

Lastly, one of the major criticisms of the use of serious video games is the lack of ecological validity [39,40]. Thus, proposed video games should induce the transfer of cognitive skills to domains of daily life functioning (transferability). Transferability is based on the improvement of different executive functions, which may help with scholarly development and motivation. Cognitive training is effective if the patient applies it in their daily life. For example, children with ADHD show impairments in social skills, which can have serious long-term consequences. Games that explore cooperation skills, such as “Space Club” [39], may improve social benefits. For example, TSTM incorporated chess mechanics, because chess can improve math performance, thus demonstrating transference into the educational domain [21].

Exploration

The exploration stage of the IDEAL-Games framework [19] ensures that the video game meets the therapeutic objectives by testing the game’s feasibility, usability, reliability, and validity using proof-of-concept and pilot studies [39,43]. If not satisfactory, the development team can go back to the design phase, and revise the objectives, theoretical model, target variables, and players’ experience [18]. This stage should verify that the serious video game is ready (or not) for testing effectiveness. However, before testing the effectiveness, it is critical to verify that users enjoy the game [18]. A video game could be effective for treating ADHD, but will not be useful if patients do not use it because it is boring. Thus, feedback from patients may help to redesign certain elements. Furthermore, the proof of concept, usability, and validity research studies help to detect bugs that may interfere with the following stages and to identify design errors, which would mean going back to the design stage and avoid conducting clinical studies that are destined to fail.

In the video game TSTM, we used UCD methodology [22,37] to follow precision gaming features, difficulty parameters, and other elements highlighted above. Feasibility was studied by conducting a market survey with professionals. The usability study of TSTM was assessed in people with ADHD to verify that the game was usable, of interest to the target group, easy to understand, and without side effects [22]. The reliability analysis allowed exploring the permanence of the measure over time (test-retest) or between raters (interrater), the consistency of the game (eg, with difficulty levels), or to determine whether two versions of the game (with and without VR) have similar results (parallel-forms reliability). In terms of validity, TSTM was considered to have content validity from the very beginning. For ecological validity, we monitored the transferability.

Assessment of Effectiveness

Assessment is critical to determine the effectiveness of a serious video game [40]. Although research on health-based games has increased, the scientific basis remains too poor for a generalized recommendation [19]. High-quality studies (ie, randomized clinical trials) with sufficient sample size and time for the intervention are still warranted [43]. The key methodological limitations frequently encountered are inadequate controls, sustainability of training, and measures of cognitive function or inappropriate behavior [40]. Accordingly, we conducted a randomized trial with TSTM [23,58]. The patients’ self-reports demonstrated significant improvements in emotional regulation and adaptation to the social context (positive impression and interpersonal scale); 96% of the patients reported liking the experience of the clinical trial with the video game and having perceived a sense of improvement in all the cognitive abilities worked on (especially working memory and impulse control). The face validity also seemed to show that this treatment is more motivating owing to lower dropouts [58].

Long-Term Assessment

As mentioned above, studies sometimes present difficulties in demonstrating transfer and ecological validity. Although some studies demonstrated that playing video games for 16 hours already produce certain changes in the brain [59], it is essential to understand the aspects of the game that are necessary for this to occur, and for how long these positive effects last. Monitoring the long-term effect of brand-new treatments such as video games is imperative, even if their short-term benefit has been clearly established.

Discussion

Summary

This guide aims to provide a roadmap for serious video game developers and researchers to build a serious video game that is fun, motivating, and effective in treating ADHD, while avoiding addictive properties. Following the IDEAL-Games proposal [19] and suggestions from Duncan et al [18] and Baranowski.
Among others, the proposed guide tries to bring together current knowledge on this topic. We have followed the order of the IDEAL process to develop the most important sections of this guide. We used our own experience in developing and testing TSTM, a serious video game specifically designed to treat ADHD. Both this guide and TSTM are based on information derived from game design methodologies, contributions from clinicians’ expertise, designers’ experience, children’s interests, and family feedback. TSTM usability results are good [22].

Strengths and Limitations

The use of video games for treating ADHD has many advantages: (1) it is cheap, comfortable, flexible, and cost-efficient (eg, the time saved by avoiding travel alone would also indirectly benefit the environment); (2) the use of novel platforms (ie, VR/alternate reality) may improve not only adherence but also the clinical effects if transferability is demonstrated; and (3) the incorporation of AI may offer more personalized treatments for each patient.

Although serious video games promise to be an effective and interesting treatment platform, several limitations should be mentioned. For instance, serious video games must be tailored to the singularity of every patient (personalized medicine). We must also consider the possibility of some conditions such as motor difficulties, visual impairments, dyslexia, or color blindness, among others that may compromise effectiveness, and introduce adaptations if necessary. In addition, patients may be unfamiliar with technological platforms. Accordingly, a gradual approach is recommended. Furthermore, technological platforms could have side effects [22]. For example, VR can cause dizziness or discomfort in some users. Indeed, VR technology is not recommended in people with epilepsy or children aged 12 years or below. Another limitation is addiction [13]: thus, monitoring this risk is important [51]. Finally, follow-up studies are mandatory before serious video games can be incorporated within the multimodal treatment of ADHD.

Conclusion and Future Directions

We hope that this guide assists the development of serious video games for ADHD. We stress the relevance of having a multidisciplinary team to balance clinical and technical skills [31]. Furthermore, finding a balance between enjoyment and addiction is mandatory. Moreover, new AI techniques may assist in creating tailored cognitive training schedules for each single patient. A virtual tutor may also help children to adhere to treatment by providing positive reinforcement while being monitored by therapists in parallel.

Despite the lack of studies comparing the effectiveness of commercial and serious video games on ADHD, we consider that serious video games have several advantages such as the specific design for symptoms and defective executive functions, although preventing the development of an addiction to the video game is essential.

Finally, evidence-based video serious games could help to complement multimodal treatment. Currently, the diagnosis of ADHD is based on clinical criteria, objective tests, and the subjective view of caregivers and teachers. However, recent studies suggest that video games may also assist in improving ADHD diagnoses. Future actions such as incorporating new technologies (ie, eye tracking, body trackers, brain-computer interfaces) while using a serious video game may help to improve the current subjective diagnoses of ADHD.
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Abstract

Background: Mixed reality (MR) devices provide real-time environments for physical-digital interactions across many domains. Owing to the unprecedented COVID-19 pandemic, MR technologies have supported many new use cases in the health care industry, enabling social distancing practices to minimize the risk of contact and transmission. Despite their novelty and increasing popularity, public evaluations are sparse and often rely on social interactions among users, developers, researchers, and potential buyers.

Objective: The purpose of this study is to use aspect-based sentiment analysis to explore changes in sentiment during the onset of the COVID-19 pandemic as new use cases emerged in the health care industry; to characterize net insights for MR developers, researchers, and users; and to analyze the features of HoloLens 2 (Microsoft Corporation) that are helpful for certain fields and purposes.

Methods: To investigate the user sentiment, we collected 8492 tweets on a wearable MR headset, HoloLens 2, during the initial 10 months since its release in late 2019, coinciding with the onset of the pandemic. Human annotators rated the individual tweets as positive, negative, neutral, or inconclusive. Furthermore, by hiring an interannotator to ensure agreements between the annotators, we used various word vector representations to measure the impact of specific words on sentiment ratings. Following the sentiment classification for each tweet, we trained a model for sentiment analysis via supervised learning.

Results: The results of our sentiment analysis showed that the bag-of-words tokenizing method using a random forest supervised learning approach produced the highest accuracy of the test set at 81.29%. Furthermore, the results showed an apparent change in sentiment during the COVID-19 pandemic period. During the onset of the pandemic, consumer goods were severely affected, which aligns with a drop in both positive and negative sentiment. Following this, there is a sudden spike in positive sentiment, hypothesized to be caused by the new use cases of the device in health care education and training. This pandemic also aligns with drastic changes in the increased number of practical insights for MR developers, researchers, and users and positive net sentiments toward the HoloLens 2 characteristics.

Conclusions: Our approach suggests a simple yet effective way to survey public opinion about new hardware devices quickly. The findings of this study contribute to a holistic understanding of public perception and acceptance of MR technologies during the COVID-19 pandemic and highlight several new implementations of HoloLens 2 in health care. We hope that these findings will inspire new use cases and technological features.

(JMIR Serious Games 2022;10(3):e36850)  doi:10.2196/36850
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Introduction

Background

The release of new virtual reality (VR), augmented reality (AR), or mixed reality (MR) devices elicits a global conversation between VR, AR, and MR developers and users through social media. Such public views may significantly influence the future purchases of potential customers including users, developers, and researchers. Thus, it is essential and meaningful to investigate these views about their usage. This was especially crucial during the unprecedented COVID-19 pandemic, when MR technologies enabled socially distanced education and training in the health care industry. Furthermore, such viewpoints inspire new use cases, which influence health care policy interventions. This investigation offers insights into potential application areas, strengths and weaknesses, and product improvements for future releases. These insights derived from consumer perceptions serve as feedback for the curators to experiment and enhance product capabilities and expand on new use cases inspired by the pandemic.

Previous studies have evaluated the usability and sentiment of VR, AR, and MR headsets [1-3], but there are some limitations. First, there is a lack of evaluations that analyze the usability of sentiments for developers, researchers, and users separately [4]. Moreover, most studies have been evaluated with a limited number of people invited to the laboratory [2,5,6]. Finally, the real-time opinions worldwide have not been reflected [4]. In this study, we propose aspect-based sentiment analysis using Twitter-derived tweets to complement the shortcomings of the existing usability evaluations.

The focus of this study was to explore the usability and sentiment of 1 representative MR headset, Microsoft HoloLens 2, launched in November 2019. HoloLens 2 is the successor product of the initial version released in March 2016. A summary of the comparison between the 2 versions of the HoloLens devices is shown in Table 1. HoloLens 2 has some significant developments compared with the first model. These added developments and features contribute to overall user sentiment. It has new eye-tracking features and gestures. Furthermore, it also has better depth detection, better memory storage, a modern Bluetooth connection, an improved USB port, and a more powerful RAM. Eye tracking enables developers to measure the point of gaze, which benefits eye gaze–based interactions. Kościęcisz [7] reported that the gesture sensors can recognize up to 25 points of articulation from the fingers and wrist enabling refined object manipulation. In addition, HoloLens 2 also offers a better resolution and field of view. This allows the users to see more without having to turn their heads. Ergonomically, the device also has a knob to enable resizing capabilities for the best fit. A small change in weight makes it slightly more comfortable to wear for a longer duration. The visor flips up, allowing users to wear glasses inside if needed. Thus, HoloLens 2 specifications enable users to manipulate holograms easily and can be used by people of all skill levels for various applications.

Table 1. Comparison of HoloLens 1 and 2 (adapted from Kościęcisz [7] and recreated).

<table>
<thead>
<tr>
<th>Specification</th>
<th>HoloLens 1</th>
<th>HoloLens 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Display resolution</td>
<td>1280x720 pixels (per eye)</td>
<td>2048x1080 pixels (per eye)</td>
</tr>
<tr>
<td>Field of view</td>
<td>34°</td>
<td>52°</td>
</tr>
<tr>
<td>Weight</td>
<td>579 g</td>
<td>566 g</td>
</tr>
<tr>
<td>Camera</td>
<td>2.4 MP, HD video</td>
<td>8 MP stills, 1080p video</td>
</tr>
<tr>
<td>Audio</td>
<td>Built-in speakers; 3.5-mm jack</td>
<td>Built-in spatial sound; 3.5-mm jack</td>
</tr>
<tr>
<td>Built-in microphone</td>
<td>4-microphone array</td>
<td>5-microphone array</td>
</tr>
<tr>
<td>Voice command</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Eye tracking</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Biometric security</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Hand tracking</td>
<td>1 hand</td>
<td>2 hands full tracking</td>
</tr>
<tr>
<td>Price</td>
<td>US $3000</td>
<td>US $3500 or US $99-125 per month</td>
</tr>
<tr>
<td>Gestures: press, grab, direct manipulation, touch interaction, scroll with a wave</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Memory and storage</td>
<td>1 GB, 64 GB</td>
<td>4 GB, 64 GB</td>
</tr>
</tbody>
</table>

In this study, we analyzed tweets extracted from November 2019 to August 2020, for the first 10 months after the release of HoloLens 2, coinciding with the onset of the pandemic. The opinions about HoloLens 2 shared on Twitter were classified based on (1) positive or negative indicators that evaluate the usability and sensibility of the MR headset (ie, usability, field of view, motion sickness, comfort, immersion, cost, and development) and (2) whether it is an opinion that gives insight to MR developers, researchers, and users (yes or no).
This study has 4 main contributions. First, through aspect-based sentiment analysis, it was possible to denote which feature of HoloLens 2 is helpful for certain fields and purposes. Second, the proposed usability evaluation may be used to develop new VR, AR, and MR devices. Third, it enables rapid analyses using real-time data extracted worldwide. Finally, it facilitates an analysis of sentiment changes over time, as the use cases of the HoloLens2, especially in health care, expanded with the pandemic.

**Previous Work**

**Usability Evaluation Cases of VR, AR, and MR Devices**

VR, AR, and MR devices have gained popularity, and therefore, there is much research regarding the use cases of such devices [4,8]. VR is a fully immersive technology that shuts out the real world and transposes users to a web- or internet-based space [9]. In contrast, AR is defined as a real-time view of the physical world enhanced by adding virtual computer–generated information [10]. Finally, MR blends the physical world features of AR and virtual world features of VR to produce an environment in which real and digital objects coexist and interact [9]. Eglinger and Carter [11] investigated the relatability of Oculus, a VR product by Facebook, to the lives and values of individuals. Specifically, the researchers used YouTube comments posted on promotional videos for the Oculus. Yildirim et al [12] compared three different gaming platforms to evaluate the effect of VR on the video game user experience: (1) desktop computer, (2) Oculus Rift, and (3) HTC Vive. The applications of such devices are not limited to the gaming field. For example, Bayro et al [13] evaluated the use of VR head-mounted display-based and computer-based remote collaboration solutions. Wei et al [14] assessed the suitability of Google Glass in surgical settings. A substantial amount of the literature gathered between January 2013 and May 2017 suggested a moderate to high acceptability of incorporating Google Glass within various surgical environments. It is also essential to evaluate the customer base of VR, AR, and MR products to understand the real-world applications of such devices. Rauschnabel et al [15] aimed to see what users’ personality traits enable increased willingness to adopt VR technology. The researchers found that consumers who are notably open and emotionally stable are more aware of Google Glass. Furthermore, consumers who recognize the high functional benefits and social conformity of wearables, such as Google Glass, increase technology adoption. A recent study by Ghasemi and Jeong [16] introduced model-based and large-scale video-based remote evaluation tools that could be used to assess the usability of multimodal interaction modalities in MR.

**Usability Evaluation Cases of HoloLens 1 and 2**

Since the launch of HoloLens 1 and HoloLens 2, research has suggested some good use cases across domains. Hammad et al [17] studied how HoloLens provides a good experience when used in museums. This study highlighted the restricted field of view in HoloLens and offered an innovative methodology to improve the accessibility of the spatial UI system, thus resulting in a positive user experience. Hoover et al [18] evaluated the effects of different hardware for providing instructions during complex assembly tasks. The researchers noted that HoloLens users usually have lower error rates than non-AR users [18]. Xue et al [19] investigated user satisfaction in terms of both interaction and enjoyment with the HoloLens device. A total of 142 participants from 3 industrial sectors, including aeronautics, medicine, and astronautics. The researchers concluded that general computer knowledge positively affects user satisfaction despite unfamiliarity with the HoloLens smart glasses. Bräuer and Mazarakis [20] tested the use of HoloLens to increase motivation in AR order-picking tasks through gamification. The researchers found that the participants found the AR application intuitive and satisfying. Levy et al [21] discovered that HoloLens 2 is more efficient than HoloLens 1. Park et al [22] stated that using HoloLens 2 resulted in reduced variability and elevated the performance of all operators performing CT-guided interventions, positively affecting this sector of the health care industry. Furthermore, Thees et al [23] explored the impact of HoloLens 1 on fostering learning and reducing extraneous cognitive processing. This study showed a significantly lower extraneous cognitive load during a physics laboratory experiment using the HoloLens 1.

**Cases of Sentiment Analysis Based on Social Media**

Recently, many studies have used Twitter data to perform sentiment analyses [24]. Carvalho and Plastino [25] highlighted the challenge of this analysis because of the short and informal nature of tweets. Guo et al [26] proposed a Twitter sentiment score model, which exhibits a strong prediction accuracy and reduces the computational burden without the knowledge of historical data. The results of this study provided an efficient model of financial market prediction with an accuracy of 97.87%. Chamhertwat et al [27] proposed a microblog sentiment analysis system that automatically analyzes customer opinions derived from the Twitter microblog service. In the past decade, the Internet of Things (IoT) has also gained popularity. Bian et al [28] mined Twitter to evaluate the public opinion of IoT. Specifically, the researchers collected perceptions of the IoT from multiple Twitter data sources and validated these perceptions against Google Trends. Following this, sentiment analysis was performed to gain insights into public opinion toward the IoT. Mittal and Goel [29] examined the causal relationship between public and market sentiments using a large scale of tweets and a stock market index, the Dow Jones values, from June 2009 to December 2009. Venugopal and Gupta [30] explored tweet-specific features using domain-independent and domain-specific lexicons to analyze consumer sentiment. In addition, Troisi et al [31] performed a sentiment analysis using data from several social media platforms, including Twitter, to evaluate factors that influence university choice. The researchers noted that the main variable motivating such decision was the training offered, followed closely by physical structure, work opportunities, prestige, and affordability. Nanath and Joy [32] explored the factors that affect COVID-19 pandemic–related content sharing on Twitter by performing natural language processing techniques such as emotion and sentiment analyses. The findings showed that tweets with named entities, expression of negative emotions, referenced mental health, optimistic content, and longer length were more likely shared. Nguyen et al [33] evaluated the association between publicly expressed sentiment toward minorities and resulting
birth outcomes. Using Twitter’s streaming application programming interface, the collected and analyzed tweets showed that mothers living in states with the lowest positive sentiment toward minorities had the highest prevalence of low birth weights. Gaspar et al [34] used sentiment analysis techniques to examine affective expressions toward the food contamination caused by enterohemorrhagic Escherichia coli in Germany in 2011. The findings highlighted diverse attitudes (positive and negative) and perceived outlooks (threat or challenge), thus emphasizing the ability of sentiment analyses to function as a technique for human-based assessment of stressful events.

Although many studies use data sets of several hundred thousand to millions for sentiment analysis, other researchers report significant findings using ≤10,000 data points. Myslin et al [35] collected 7362 tobacco-related tweets to develop content and sentiment analysis toward tobacco. The findings suggest that the sentiment toward tobacco was more positive than negative, likely resulting from social image, personal experience, and popular tobacco products. Furthermore, Greaves et al [36] used sentiment analysis techniques to categorize 6412 web-based hospital posts as a positive or negative evaluation of their health care. Using machine learning, the researchers observed moderate associations between predictions on whether patients would recommend a hospital and their responses. More recently, Berkovic et al [37] analyzed 149 arthritis-related tweets to identify topics important to individuals with arthritis during the pandemic and explore the sentiment of such tweets. The results revealed several emerging themes including health care experiences, personal stories, links to relevant blogs, discussion of symptoms, advice sharing, positive messages, and stay-at-home messaging. In addition, the sentiment analysis should address negative concerns about medication shortages, symptom burdens, and the desire for reliable information.

There have also been several sentiment analysis studies in the AR and VR domains. For example, Shahzad et al [38] studied user feedback to evaluate the perception of Fitbit Alta HR (Fitbit). The researchers found that most users spoke highly about such a device. El-Gayar et al [39] used social media analysis techniques to analyze and categorize tweets related to major manufacturers of consumer wearable devices. The analysis provided insight into user priorities related to device characteristics, integration, and wearability issues.

Benefits of Wearable MR Technologies in Health Care

With the rapid onset of the COVID-19 pandemic, MR technologies have become a revolutionary tool in the health care industry to support educational endeavors, patient care, and rehabilitation. Martin et al [40] explored the capabilities of MR technology to enable telemedicine to support patient care during the pandemic. This study found that the HoloLens2 facilitated a 51.5% reduction in health care workers (HCWs) time exposure to patients with COVID-19 and an 83.1% reduction in the amount of personal protective equipment (PPE) used. This presents a highly beneficial use of MR technology to minimize exposure and optimize PPE use for HCWs. Furthermore, Liu et al [41] evaluated the use of MR techniques to improve medical education and understanding of pulmonary lesions resulting from COVID-19 infection. The researchers concluded that the group’s mean task score using 3D holograms provided by MR techniques was significantly higher than that of the group using standard 2D computed tomography imaging. Moreover, the group using MR technology scored substantially lower for the mental, temporal performance, and frustration subscales on the National Aeronautics and Space Administration Task Load Index questionnaire. These results highlight the use of MR tools in medical education to improve understandability, spatial awareness, and interest and lower the learning curve. Similarly, Muangpoon et al [42] used MR to support benchtop models for digital rectal examinations to improve visualization and learning. The evaluation of such a MR system showed that the increased visualization allowed for enhanced learning, teaching, and assessment of digital rectal examinations. Hilt et al [43] examined the use of MR technologies to provide patient education on myocardial infarction. The researchers concluded that MR technologies act as a practical tool to unite diverse perspectives between patients and professionals as well as optimize knowledge transfer. In addition, House et al [44] investigated the use of an MR tool, VSI Patient Education, to provide superior education before epilepsy surgery or stereotactic electrode implantation compared with standard 3D rubber brain models. The results showed that the MR tool provided more comprehensible and imaginable patient education than the rubber brain model. In addition, the patients showed a higher preference for the VSI Patient Education tool, emphasizing the benefits of MR tools as the future for patient education. Overall, the rapid acceleration of MR technologies has supported the accessibility and quality of care while also protecting health care staff [40]. When deploying such technologies, topics such as information security, infection control, user experience, and workflow integration must be considered [40]. Such use cases and related requirements must be incorporated into new policy interventions to ensure maximum impact by MR technologies.

Methods

Overview

In this study, text data sets were extracted from Twitter. Three human annotators rated the tweets on a positive, negative, neutral, and inconsistent scale for different factors. We used an interannotator and the mean of the ratings to agree with all the human annotators. The annotated tweets were converted into numerical data using 4 word-embedding models: bag-of-words, term frequency–inverse document frequency, Word2vec, and Doc2Vec. Then, we divided the data set into training and testing with a 4:1 ratio and further divided into training and validation in the ratio of 7:3. Our choice to split the data set into the following ratios was derived from prior work on sentiment analysis evaluation. Specifically, Khatgi et al [45] evaluated the performance classification accuracy with a 7:3 ratio with a 5-fold cross-validation. Furthermore, Singh and Kumar [46] used a 4:1 training to testing ratio for sentiment classification. We used a stratified random sampling technique to split these data. Stratified random sampling divides the entire population into homogeneous groups called strata (plural for stratum). Random
samples were then selected from each stratum. Finally, we used 4 classification models to classify the sentiment of each tweet.

**Data Extraction and Preprocessing**

The “GetOldTweets3” library from Python was used to extract the tweets. The data corpus consists of tweets posted between November 7, 2019, and August 31, 2020, shortly after the pandemic, which were filtered based on the hashtag, “hololens2,” and relevant terms including “holo lens 2” and “hololens 2.” We downloaded 8492 tweets, which on average consisted of 20 words each. This study also considered tweets in multiple languages. The corpus contained 5379 tweets in English; 2630 tweets in Japanese; 102 tweets in French; and small portions of German, Spanish, Dutch, and Swedish. A translator from the “googletrans” library in Python was used to translate the tweets into English. Googletrans uses the Google Translate Ajax application programming interface to perform these translations. This translation was performed to enable human annotators to rate the sentiment and improve accuracy rather than machine annotators. The data set did not contain retweets, which would add redundancy to the analysis. Quoted tweets were included if additional texts were included in the search term. Figure 1 shows the flowchart of the data extraction process in Jupyter using Python programming language.

![Flowchart of the data extraction process.](image)

**Figure 1.** Flowchart of the data extraction process.

After the data collection process, 3 human annotators determined the sentiment of the tweets. Each annotator rated the tweet with respect to the following aspects: usability, field of view, motion sickness, comfort, immersion, cost, and development. This rating was on a scale of positive, negative, neutral, and inconclusive. Positive was rated if the tweet conveyed a positive sentiment toward an attribute. Negative was rated if the tweet conveyed a negative sentiment toward an attribute. Neutral was rated when the tweet did not convey a positive or negative attitude toward an attribute. Finally, inconclusive was rated if the tweet had mixed sentiments or did not have any information related to that specific attribute. Furthermore, human annotators rated the tweets (yes or no) based on the suitability for insights to MR developers, MR user experience researchers, or MR customers and users.

As manually annotating tweets is mostly a subjective process, there were a few instances where the perspective of different annotators was not in agreement. Therefore, to address this challenge, we performed an interannotator agreement. We quantified each positive, negative, neutral, and inconsistent sentiment with a numeric value (ie, 1, −1, 0, and 0). To ease the computation of the interannotator agreement score, the inconsistent label was marked as 0 so that the overall agreement score remained unaffected. The mean of these values was computed using equation (1):

\[
score = \frac{\text{positive} - \text{negative} + \text{neutral}}{3}
\]

If the mean value was close to −1 and 1, we regarded the annotator perspective as a match. If the mean value was close to 0, we marked that the annotators disagreed with the sentiment conveyed by the tweet. Next, we calculated the average of all the attributes with respect to a tweet to determine the overall sentiment. If this average was positive, we classified the tweet as positive; otherwise, it was classified as negative.

**Word-Embedding Models**

**Bag-of-Words Model**

A bag-of-words model represents a method to describe the occurrence of words within a document [47]. It involves two factors: (1) a vocabulary of known words and (2) a measure of the presence of known words. It is referred to as a “bag” of words because the corresponding document is viewed as a set of words rather than a sequence of words. The document’s meaning is often well represented by the set of words, whereas the actual word order is ignored. As such, from the content alone, the document’s meaning can be determined. Zhang et al [48] developed 2 algorithms that do not rely on clustering and achieved competitive performance in object categorization compared with clustering-based bag-of-words representations. They were successful in achieving better results with their approach. Wu et al [49] proposed a bag-of-words model that mapped semantically related features to the same visual words. Their proposed scheme was effective, and it greatly enhanced the performance of the bag-of-words model.

**Term Frequency–Inverse Document Frequency**

The term frequency–inverse document frequency (TF-IDF) is a numerical statistic intended to reflect how important a word is to a document in a collection or corpus [50]. It is one of the most widely used techniques for key word detection [51]. The TF-IDF value increases proportionally with the number of times a word appears in the document. However, it is essential to not only consider the number of times a given word occurs in a document but also consider how frequently the word appears in other documents [51]. For example, certain words, referred to as stopwords, such as “is,” “of,” and “that” frequently appear in documents yet have little importance. To compensate, the TF-IDF value increases with the number of times a word appears in a document but is also offset by the occurrence of that word with a corpus [52]. Peng et al [53] evaluated a novel TF-IDF improved feature weighting approach that reflected the importance of the term among different types of documents. This was achieved by considering the positive or negative set
and weighing the term appropriately. This study showed that the term frequency–inverse positive-negative document frequency classifier outperforms the standard TF-IDF technique. In addition, the results of this study highlight the importance of this analysis technique for imbalanced data sets, which, if not accounted for, could lead to erroneous results [54].

**Word2vec**

Word2vec is a combination of models, the continuous bag-of-words and skip-gram, used to represent distributed representations of words in a corpus C [55]. Word2vec is an algorithm that accepts a text corpus as an input and outputs a vector representation for each word [56]. Word2vec outputs word vectors that can be represented as a large piece of text or even the entire article [57]. Unlike most test classification techniques, Word2vec uses both a supervised and unsupervised approach. In particular, it is supervised as the model derives a supervised learning task using continuous bags or words and a skip-gram. Furthermore, it is unsupervised, given that any large corpus of choice can be provided [58]. Word2vec cannot determine the importance of each word within a document; therefore, it is challenging to extract which words hold higher importance, comparatively [58]. Ma et al [59] applied the Word2vec technique in big data processing to cluster similar data and reduce the dimension. The results showed that training data fed into Word2vec decreased the data dimension and sped up multiclass classification. Lilleberg et al [58] found that a combination of Word2vec and TF-IDF outperformed TF-IDF.

**Doc2Vec**

Doc2Vec also uses an unsupervised learning approach to learn document representation [60]. It can be used to identify abnormal comments and recommend relevant topics to users [61,62]. The input of texts (ie, words) per document can be varied, whereas the output is a fixed-length vector [59]. It is a modified version of the Word2vec algorithm using paragraph vectors [63]. Paragraph vectors are unique among all documents, whereas word vectors are shared among all documents. Word vectors can be learned from different documents. Word vectors will be trained during the training phase, while paragraphs will be thrown away after that. During the prediction phase, paragraph vectors will be initialized randomly and computed using word vectors. The main difference between Doc2Vec and Word2vec is that the latter computes a vector for every word in the document, whereas Doc2Vec computes a vector for the entire document in the corpus. Using Word2Vec and Doc2Vec together will yield significantly better results and promote a thorough study of any document.

**Classification Models**

**Logistic Regression**

The logistic regression model is based on the odds of the binary outcomes of interest [64]. For simplicity, one outcome level is designated as the event of interest. In the following text, it is simply called the event. The odds of the event are the ratio of the probability of the event occurring divided by the likelihood of the event not occurring. Odds are often used for gambling, and “even odds” (odds=1) correspond to the event happening half the time. This would be the case for rolling an even number on a single die. The odds for rolling a number <5 would be 2 because rolling a number >5 is twice as likely as rolling a number 5 or 6. Symmetry in the odds is found by taking the reciprocal. The odds of rolling at least a 5 would be 0.5 (=1/2).

The logistic regression model takes the natural logarithm of the odds as a regression function of the predictors. With 1 predictor, X, this takes the form ln[odds(Y=1)]=β0+β1X, where ln stands for the natural logarithm, Y is the outcome, where Y=1 occurs when the event occurs and Y=0 when it does not, β0 is the intercept term, and β1 represents the regression coefficient, the change in the logarithm of the event odds with a 1-unit change in the predictor X. The difference in the logarithms of 2 values is equal to the logarithm of the ratio of the 2 values. Thus, by taking the exponential of β1, we obtain the odds ratio corresponding to a 1-unit change in X. The logistic regression model has been used in many social media–based sentiment analysis studies [65-67].

**Random Forest**

Random forest is an ensemble learning method based on the decision tree algorithm [68]. It uses multiple decision trees and merges them to provide absolute and stable outcomes, mostly used for training and class output. Many previous studies successfully used the decision tree and random forest algorithms for sentiment classification of social media data [69-72].

**XGBoost**

The XGBoost (eXtreme Gradient Boos) is a scalable end-to-end tree boosting system for tree boosting, which uses a sparsity aware algorithm to handle sparse data sets [73]. Although the XGBoost uses a representation similar to that of random forest, the prediction error is significantly lower than that of the random forest. Gradient boosting is an approach where new models are created that predict the residuals or errors of prior models, which are then added together to make the final prediction. It is called gradient boosting, as it uses a gradient descent algorithm to minimize the loss when adding new models. The gradient boosting algorithm achieves results faster and performs efficiently compared with other algorithms. Aziz and Dimililer [74] used an ensemble XGBoost classifier to enhance sentiment analysis in social media data and demonstrated an improvement of the sentiment classification performance.

**Support Vector Machines**

A support vector machine (SVM) is a supervised learning model for 2-group classification problems by locating a hyperplane in a multidimensional space that clearly separates the data points [75,76]. The main purpose of SVM is to determine an optimal separating hyperplane that not only separates the data but also ensures that the margin to the data on both sides is as large as possible. First, an optimal solution in a low-dimensional space that can aptly separate the data is evaluated. If this is not possible, the data are mapped to a high-dimensional space by using nonlinear transformation methods. From this, a valid kernel function is selected to determine the optimal linear classification surface. It is highly efficient in separating data into different classes. This allows us to group words into different categories, which helps us access the words easily.
The SVM model has been used in various sentiment analysis studies and has produced high classification accuracy [77-79].
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**Results**

**Model Learning and Performance**

Once we determined the classified sentiment for each tweet, we trained a model for sentiment analysis using supervised learning. First, we evaluated the imbalance in the data set: 527 positive tweets and 229 negative tweets. We collected data from 516 unique users in this study. The minimum number of tweets per user was 1, whereas the maximum was 18. The average number of tweets per user was 1.50 (SD 0.3).

To perform supervised learning, it was necessary to preprocess the data. We cleaned the data by removing punctuations, stop words, single characters, and uneven spaces; converting the data to lower case; and stemming on these data. Following preprocessing, we tokenized the data using 4 different techniques: bag-of-words, TF-IDF, Word2vec, and Doc2Vec. Table 2 lists the performance of each model with different word embeddings over a training test ratio of 80:20. This table shows that the bag-of-words tokenizing method using a random forest supervised learning approach produced the highest accuracy of the test set at 81.29%. Furthermore, Textbox 1 summarizes the top words that contribute toward sentiment classification. This textbox highlights various words contributing to sentiments, such as “problem,” “mess,” and “error” for negative and “nice,” “love,” and “achieve” for positive.

<table>
<thead>
<tr>
<th>Method and set</th>
<th>Logistic regression</th>
<th>Random forest</th>
<th>XGBoost</th>
<th>SVM*</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bag-of-words</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation</td>
<td>69.18</td>
<td>72.79</td>
<td>65.40</td>
<td>69.72</td>
</tr>
<tr>
<td>Test</td>
<td>69.03</td>
<td>81.29</td>
<td>72.25</td>
<td>75.48</td>
</tr>
<tr>
<td><strong>TF-IDF</strong>b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation</td>
<td>69.72</td>
<td>74.05</td>
<td>62.16</td>
<td>70.81</td>
</tr>
<tr>
<td>Test</td>
<td>74.83</td>
<td>76.12</td>
<td>74.83</td>
<td>78.70</td>
</tr>
<tr>
<td><strong>Word2vec</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation</td>
<td>65.40</td>
<td>68.10</td>
<td>68.84</td>
<td>67.02</td>
</tr>
<tr>
<td>Test</td>
<td>72.25</td>
<td>74.83</td>
<td>77.41</td>
<td>71.61</td>
</tr>
<tr>
<td><strong>Doc2Vec</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation</td>
<td>66.48</td>
<td>67.56</td>
<td>66.48</td>
<td>68.10</td>
</tr>
<tr>
<td>Test</td>
<td>70.32</td>
<td>67.74</td>
<td>70.32</td>
<td>69.03</td>
</tr>
</tbody>
</table>

*SVM: support vector machine.

*TF-IDF: term frequency–inverse document frequency.
Textbox 1. Most significant words used in the sentiment analysis.
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Insights From the Perspective of the COVID-19 Pandemic and Health Care

Following the determination of an appropriate classification model, we evaluated the reasoning for positive or negative tweet classification. Upon investigation, words like “COVID,” “pandemic,” “patients,” and “health care” were all associated with the positive sentiment. Further evaluation showed that the use of HoloLens 2 is highly encouraged in the health care industry in several respects. First, tweets showed the use of HoloLens2 to enable virtual appointments in times of unprecedented crisis. As such, HCW found HoloLens2 to be a vital tool to improve safety and quality of care while also being easy to set up and comfortable to wear. This finding is significant as it supports previous studies evaluating the capabilities of MR technology to permit telemedicine [40]. Other tweets highlighted the use of HoloLens2 to facilitate education and training during the pandemic. Specifically, the HoloLens2 enabled HCW to practice coronavirus identification in a socially distanced manner, which minimized the risk of contact and transmission. Similarly, this finding is significant as it supports prior works relating to the use of MR tools to improve medical education and understanding [41-43]. The following are examples of tweets that qualitatively support these insights:

1. We are revolutionizing healthcare using @Microsoft #HoloLens2 to deliver remote care in #COVID19! Staff found it easy to set up, comfortable to wear, improved quality of care. #Hololens2 is helping keep our #healthcareworkers stay safe on the frontline!

2. “Use of #HoloLens Mixed Reality Headset for Protecting Health Care Workers During the #COVID19 Pandemic”: Prospective study used @Microsoft HoloLens2 to support remote patient care for hospitalized patients. Reduced exposure time by 51% & PPE usage by 83%:

3. Nowadays #medical industry getting lots of advancement with recent tech. There are many notable advantages of #Microsoft #HoloLens that prove that the future of #healthcare is heavily reliant on #MixedReality technology #MR #XR #Hololens2 #AR #Remote

4. #HoloLens2 helps safely train doctors to identify #coronavirus in patients. #MixedReality offers the perfect, socially-distanced or remote training experience, minimizing contact, risk and transmission.

5. Use of the HoloLens2 Mixed Reality Headset for Protecting Health Care Workers During the COVID-19 Pandemic: Prospective, Observational Evaluation

Changes in sentiment toward HoloLens2 throughout the pandemic were also evaluated. In November 2019, when HoloLens 2 was released, there was no significant difference in the positive and negative sentiment (Figure 2). This is likely caused by consumer delay to learn about the product’s arrival in the market supported by the low tweet volumes of both positive and negative sentiments. In December 2019 and January 2020, a significant increase in the positive view was observed, likely caused by consumer interest in the newly released product. In February 2020, the onset of the pandemic occurred, which resulted in the severely affected sales of consumer goods. This period aligns with the drop in general sentiment on both sides. However, the general sentiment of HoloLens 2 seems to be positive despite affected sales. In May 2020, there was a sudden increase in positive sentiment. It is hypothesized that consumers, especially in health care, noticed the device’s benefits to minimize the risk of contraction and transmission. Following this significant change in sentiment, the negative sentiment toward the device almost dropped to 0, highlighting the continued positive role of HoloLens2 during the pandemic.
Figure 2. Tweet sentiment over time.

Insights for MR Developers, Researchers, and Users

Figure 3 breaks down the tweets into useful insights for MR developers, defined as individuals developing features of the technology, researchers, defined as individuals using the device for research endeavors (ie, usability analyses), and users, defined as individuals using the device for leisure. The green bars represent tweets classified as suitable insights, and red bars as not suitable. Furthermore, we calculated the net insights, indicated by the black line, as the suitable insights (yes) minus the not suitable insights (no). In the first few months, the data are distributed equally on both sides, and the net insight is approximately 0. In May 2020, there is a drastic difference in the distribution. We presume that this sudden change is because of the largely changing technology uses caused by the pandemic. Following, we predict that the steady increase in suitable insights results from individuals becoming more acclimated to the technology-driven, remote lifestyle.

Figure 3. Suitability of tweets to provide insights to mixed reality (MR) developers, researchers, and users after its release.
Analysis of HoloLens2 Characteristics

Table 3 shows the net sentiment of various factors related to HoloLens 2 over the analyzed period. Furthermore, Figure 4 illustrates the number of positive sentiments as green bars, negative sentiments as red bars, and net sentiment as the black line for all factors. We calculated the net sentiment as the number of tweets with positive sentiment minus the number of tweets with negative sentiment. The results show that net sentiment is exclusively positive for all factors in all the months studied. It shows a positive trend in usability, field of view, motion sickness, comfort, immersion, cost, and development. All these factors contributed to positive sentiment toward HoloLens 2. This trend can be credited to the impact of the COVID-19 pandemic as the number of people depending on this device increased.

Table 3. Stacked net sentiments related to various factors over 10 months.

<table>
<thead>
<tr>
<th>Month</th>
<th>Usability</th>
<th>Field of view</th>
<th>Motion sickness</th>
<th>Comfort</th>
<th>Immersion</th>
<th>Cost</th>
<th>Development</th>
</tr>
</thead>
<tbody>
<tr>
<td>November 19</td>
<td>+15</td>
<td>+15</td>
<td>+15</td>
<td>+15</td>
<td>+15</td>
<td>+11</td>
<td>+15</td>
</tr>
<tr>
<td>December 19</td>
<td>+20</td>
<td>+32</td>
<td>+34</td>
<td>+26</td>
<td>+34</td>
<td>+28</td>
<td>+32</td>
</tr>
<tr>
<td>January 20</td>
<td>+90</td>
<td>+100</td>
<td>+106</td>
<td>+110</td>
<td>+106</td>
<td>+102</td>
<td>+100</td>
</tr>
<tr>
<td>February 20</td>
<td>+35</td>
<td>+39</td>
<td>+41</td>
<td>+39</td>
<td>+39</td>
<td>+39</td>
<td>+39</td>
</tr>
<tr>
<td>March 20</td>
<td>+28</td>
<td>+30</td>
<td>+30</td>
<td>+28</td>
<td>+30</td>
<td>+28</td>
<td>+22</td>
</tr>
<tr>
<td>April 20</td>
<td>+12</td>
<td>+24</td>
<td>+24</td>
<td>+24</td>
<td>+24</td>
<td>+20</td>
<td>+12</td>
</tr>
<tr>
<td>May 20</td>
<td>+235</td>
<td>+249</td>
<td>+257</td>
<td>+253</td>
<td>+251</td>
<td>+251</td>
<td>+219</td>
</tr>
<tr>
<td>June 20</td>
<td>+45</td>
<td>+45</td>
<td>+45</td>
<td>+45</td>
<td>+45</td>
<td>+39</td>
<td>+35</td>
</tr>
<tr>
<td>July 20</td>
<td>+72</td>
<td>+82</td>
<td>+88</td>
<td>+84</td>
<td>+82</td>
<td>+70</td>
<td>+52</td>
</tr>
<tr>
<td>August 20</td>
<td>+101</td>
<td>+123</td>
<td>+123</td>
<td>+121</td>
<td>+121</td>
<td>+109</td>
<td>+97</td>
</tr>
</tbody>
</table>

Figure 4. Positive, negative, and net sentiments related to various factors over 10 months.
**Discussion**

**Principal Findings**

The bag-of-words tokenizing method, using a random forest supervised learning approach, provided the highest accuracy of the test set at 81.29%, according to the results of our sentiment analysis. Furthermore, the findings reveal an apparent shift in public opinion during the pandemic. Consumer products were significantly affected during the pandemic’s start, which coincided with a dip in both positive and negative emotion. Following that, there is a sharp increase in positive feeling, which is thought to be because of the device’s new applications in health care teaching and training. This coincides with significant shifts in the number of practical insights for MR developers, researchers, and users, as well as positive net attitudes for HoloLens 2 features.

Twitter is one of the most popular social media platforms worldwide. In this study, tweets related to HoloLens 2 were obtained; however, they did not cover all opinions. We only used tweets with the hashtag “hololens2.” Therefore, many tweets related to this topic, without the hashtag, might have been left out. In addition, this resulted in a relatively small sample size comparatively. Furthermore, some individuals might use other platforms to state their opinion about a particular device. For example, some individuals tend to make reviews or first-opinion videos of devices on platforms such as YouTube, which generate much discussion in the comments. These comments also contribute to consumer perceptions of the product. In addition, we could have explored other social media platforms, such as Instagram and Facebook. The literature supports the use of YouTube, Instagram, and Facebook for sentiment analysis. For example, sentiment analysis has been studied to determine the most relevant and popular video on YouTube according to the search [80]. Furthermore, a deep neural network can be used to propose a sentiment analysis model of YouTube comments [81]. Other researchers used a sentiment analysis tool to measure the proposed social value of each image [82]. Ortigosa et al [83] stated that adaptive e-learning systems could use sentiment analysis to support personalized learning. Adding additional platforms in this study would contribute to a greater understanding of consumer perception. Finally, the extent to which the data were sampled may introduce some biases. Less than half of the adults regularly use Twitter; individuals between the ages of 18 and 29 years as well as minorities are highly represented on Twitter compared with the general population, and Twitter consists of almost entirely passive users (<50 tweets per year) and very active users (>1000 tweets per year) [84]. Therefore, these limitations may have resulted in certain samples of the population being more represented than others.

The onset of the pandemic occurred from February 2020. During the first couple of months, we observed a sudden increase in the popularity of HoloLens 2, which was primarily attributed to new use cases in the health care field. In addition, this change can likely be credited to the large shift to working or studying from home. This analysis covered only a portion of the pandemic when the world began adapting to new routines, technologies, and lifestyles. It would have been beneficial to include tweets made a couple of months after August 2020, as this was the period when people were more adapted to working and studying from home. Including more months would provide increased insight on user sentiment over time through the pandemic, enabling a more thorough understanding.

**Conclusions**

In this study, we used aspect-based sentiment analysis to study the usability of HoloLens 2. We extracted data from Twitter based on the hashtag “hololens2” to explore user perception about HoloLens 2. We accumulated 8492 tweets and translated the non-English tweets into English using the “googletrans” library in Python. After the data collection process, human annotators rated the tweets on a positive, negative, neutral, and inconsistent scale for 7 different factors and determined the suitability of the tweets to provide insights for MR developers, researchers, and users. We used an interannotator and rating average to ensure agreement among the human annotators. The results show a clear indication between the positive and negative sentiments toward HoloLens 2. Specifically, we observed that the positive sentiment toward the device grew during the onset of the COVID-19 pandemic, whereas the negative sentiment decreased. By separating the most popular words from both sentiments, we identified the positive and negative aspects of the device. We also observed that HoloLens 2 was highly encouraged in the health care industry. A close evaluation of tweets found that HoloLens 2 enabled virtual appointments, supported medical training, and provided patient education. As such, this thematic analysis showed that HoloLens 2 facilitated social distance practices, which largely minimized the risk of contraction and transmission. The findings of this study can likely be credited to the large shift to working or studying from home. This analysis covered only a portion of the pandemic can likely be credited to the large shift to working or studying from home. In addition, this change made a couple of months after August 2020, as this was the period when people were more adapted to working and studying from home. In addition, this change may have resulted in certain samples of the population being more represented than others.

The bag-of-words tokenizing method, using a random forest supervised learning approach, provided the highest accuracy of the test set at 81.29%, according to the results of our sentiment analysis. Furthermore, the findings reveal an apparent shift in public opinion during the pandemic. Consumer products were significantly affected during the pandemic’s start, which coincided with a dip in both positive and negative emotion. Following that, there is a sharp increase in positive feeling, which is thought to be because of the device’s new applications in health care teaching and training. This coincides with significant shifts in the number of practical insights for MR developers, researchers, and users, as well as positive net attitudes for HoloLens 2 features.

Twitter is one of the most popular social media platforms worldwide. In this study, tweets related to HoloLens 2 were obtained; however, they did not cover all opinions. We only used tweets with the hashtag “hololens2.” Therefore, many tweets related to this topic, without the hashtag, might have been left out. In addition, this resulted in a relatively small sample size comparatively. Furthermore, some individuals might use other platforms to state their opinion about a particular device. For example, some individuals tend to make reviews or first-opinion videos of devices on platforms such as YouTube, which generate much discussion in the comments. These comments also contribute to consumer perceptions of the product. In addition, we could have explored other social media platforms, such as Instagram and Facebook. The literature supports the use of YouTube, Instagram, and Facebook for sentiment analysis. For example, sentiment analysis has been studied to determine the most relevant and popular video on YouTube according to the search [80]. Furthermore, a deep neural network can be used to propose a sentiment analysis model of YouTube comments [81]. Other researchers used a sentiment analysis tool to measure the proposed social value of each image [82]. Ortigosa et al [83] stated that adaptive e-learning systems could use sentiment analysis to support personalized learning. Adding additional platforms in this study would contribute to a greater understanding of consumer perception. Finally, the extent to which the data were sampled may introduce some biases. Less than half of the adults regularly use Twitter; individuals between the ages of 18 and 29 years as well as minorities are highly represented on Twitter compared with the general population, and Twitter consists of almost entirely passive users (<50 tweets per year) and very active users (>1000 tweets per year) [84]. Therefore, these limitations may have resulted in certain samples of the population being more represented than others.

The onset of the pandemic occurred from February 2020. During the first couple of months, we observed a sudden increase in the popularity of HoloLens 2, which was primarily attributed to new use cases in the health care field. In addition, this change can likely be credited to the large shift to working or studying from home. This analysis covered only a portion of the pandemic when the world began adapting to new routines, technologies, and lifestyles. It would have been beneficial to include tweets made a couple of months after August 2020, as this was the period when people were more adapted to working and studying from home. Including more months would provide increased insight on user sentiment over time through the pandemic, enabling a more thorough understanding.

**Conclusions**

In this study, we used aspect-based sentiment analysis to study the usability of HoloLens 2. We extracted data from Twitter based on the hashtag “hololens2” to explore user perception about HoloLens 2. We accumulated 8492 tweets and translated the non-English tweets into English using the “googletrans” library in Python. After the data collection process, human annotators rated the tweets on a positive, negative, neutral, and inconsistent scale for 7 different factors and determined the suitability of the tweets to provide insights for MR developers, researchers, and users. We used an interannotator and rating average to ensure agreement among the human annotators. The results show a clear indication between the positive and negative sentiments toward HoloLens 2. Specifically, we observed that the positive sentiment toward the device grew during the onset of the COVID-19 pandemic, whereas the negative sentiment decreased. By separating the most popular words from both sentiments, we identified the positive and negative aspects of the device. We also observed that HoloLens 2 was highly encouraged in the health care industry. A close evaluation of tweets found that HoloLens 2 enabled virtual appointments, supported medical training, and provided patient education. As such, this thematic analysis showed that HoloLens 2 facilitated social distance practices, which largely minimized the risk of contraction and transmission. The findings of this study contribute to a more holistic understanding of public perception and acceptance of VR and AR technologies, especially during the unprecedented COVID-19 pandemic. Further, these findings highlight several new implementations of HoloLens 2 in health care, which may inspire future use cases. In future work, more data from various social media platforms will be included and compared to improve the effectiveness of this process.
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Abstract

Background: Slow-paced breathing training can have positive effects on physiological and psychological well-being. Unfortunately, use statistics indicate that adherence to breathing training apps is low. Recent work suggests that gameful breathing training may help overcome this challenge.

Objective: This study aimed to introduce and evaluate the gameful breathing training app Breeze 2 and its novel real-time breathing detection algorithm that enables the interactive components of the app.

Methods: We developed the breathing detection algorithm by using deep transfer learning to detect inhalation, exhalation, and nonbreathing sounds (including silence). An additional heuristic prolongs detected exhalations to stabilize the algorithm’s predictions. We evaluated Breeze 2 with 30 participants (women: n=14, 47%; age: mean 29.77, SD 7.33 years). Participants performed breathing training with Breeze 2 in 2 sessions with and without headphones. They answered questions regarding user engagement (User Engagement Scale Short Form [UES-SF]), perceived effectiveness (PE), perceived relaxation effectiveness, and perceived breathing detection accuracy. We used Wilcoxon signed-rank tests to compare the UES-SF, PE, and perceived relaxation effectiveness scores with neutral scores. Furthermore, we correlated perceived breathing detection accuracy with actual multi-class balanced accuracy to determine whether participants could perceive the actual breathing detection performance. We also conducted a repeated-measure ANOVA to investigate breathing detection differences in balanced accuracy with and without the heuristic and when classifying data captured from headphones and smartphone microphones. The analysis controlled for potential between-subject effects of the participants’ sex.

Results: Our results show scores that were significantly higher than neutral scores for the UES-SF (W=459; P<.001), PE (W=465; P<.001), and perceived relaxation effectiveness (W=358; P<.001). Perceived breathing detection accuracy correlated significantly with the actual multi-class balanced accuracy (r=0.51; P<.001). Furthermore, we found that the heuristic significantly improved the breathing detection balanced accuracy (F(1,25)=6.23; P=.02) and that detection performed better on data captured from smartphone microphones than than on data from headphones (F(1,25)=17.61; P<.001). We did not observe any significant between-subject effects of sex. Breathing detection without the heuristic reached a multi-class balanced accuracy of 74% on the collected audio recordings.

Conclusions: Most participants (28/30, 93%) perceived Breeze 2 as engaging and effective. Furthermore, breathing detection worked well for most participants, as indicated by the perceived detection accuracy and actual detection accuracy. In future work, we aim to use the collected breathing sounds to improve breathing detection with regard to its stability and performance. We also plan to use Breeze 2 as an intervention tool in various studies targeting the prevention and management of noncommunicable diseases.
breathing training; serious game; biofeedback; digital health; mobile health; mHealth; mobile phone; machine learning; deep learning; transfer learning; neural networks

Introduction

Background

Noncommunicable diseases (NCDs) are a substantial global health and economic burden [1-3]. Slow-paced breathing training is positively associated with physiological [4-6] and psychological [7-9] well-being. Thus, breathing training can play a role in interventions targeting NCDs. For example, slow-paced breathing training may induce relaxation and help counteract stress [8]. It can also improve cardiac functioning [10], potentially enabling improved treatment of cardiovascular diseases, the leading cause of death worldwide [1]. Furthermore, it can strengthen respiratory muscles, rendering it relevant for the treatment of respiratory diseases such as asthma [4] and chronic obstructive pulmonary disease [11].

Slow-paced breathing training generally aims at guiding people to breathe with 5.5 to 6 breaths per minute (BPM) [6]. People may be able to maximize their personal effects by adjusting the BPM. For example, an untrained person may achieve better results by breathing with >6 BPM, whereas a well-trained person may want to breathe with <6 BPM. Nevertheless, 6 BPM are generally used as this appears to work well for most people, which results in 1 complete breathing cycle every 10 seconds. A breathing cycle consists of an inhalation, an exhalation, and up to 2 pauses in between. The duration of these individual phases is an area of active research. Investigating these separate phases is relevant as inhalation is associated with the sympathetic nervous system by inhibiting vagal outflow, and exhalation is associated with the parasympathetic nervous system by restoring vagal outflow [12,13].

Consequently, breathing patterns typically use equal inhalation and exhalation durations to balance the sympathetic and parasympathetic activity or prolonged exhalations to emphasize the parasympathetic nervous system. Although both approaches effectively induce relaxation [14], related work argues that a prolonged exhalation achieves more substantial relaxation effects. In contrast, other related work has found equal durations of inhalation and exhalation phases best suited to attain psychophysiological coherence [12,13,15].

The positive effects of breathing training have sparked the development of various breathing guidance apps [16]. Nevertheless, although these apps receive much attention and are downloaded by many users, the use statistics show that adherence is low [16,17]. The problem of nonadherence and lacking engagement is present in various domains, and different works hypothesize gamification as a potential solution [18,19]. In addition, for breathing training, various mobile [20-22], desktop [23], and virtual reality [24,25] applications that use some gameful elements have been conceptualized and developed. However, many apps are not interactive and do not include biofeedback during training, which is surprising as research indicates increased effectiveness of breathing training when biofeedback is used [26-29].

Nevertheless, breathing training apps exist that include biofeedback mechanisms based on heart rate variability (HRV) [30] or breathing [21-23,31]. Although HRV-based biofeedback offers feedback on the biosignal often targeted by breathing training [32], it only provides deferred feedback. It is also challenging to measure HRV without additional hardware. Thus, HRV biofeedback is neither scalable nor well suited as sole input for a gameful experience that requires feedback loops with latencies of <1 second.

By contrast, breathing-based biofeedback can be instantaneous and is the direct signal that the guidance in breathing training apps tries to change to then affect HRV. However, approaches using breathing-based biofeedback are so far limited to breathing training in controlled environments [21] and early prototypes [22]. One of the first apps to go in this direction was Breeze (Centre for Digital Health Interventions) [21]. The first version of Breeze featured a single environment where users accelerate a sailboat by correctly following a fixed breathing pattern. The effectiveness of Breeze in increasing HRV in individuals was shown in the laboratory [33].

Furthermore, Lukic et al [33] evaluated the effect of Breeze’s visualization and visual breathing training guidance on participants’ intrinsic experiential value. The results showed a significant increase in intrinsic experiential value when the gameful visualization was used compared with a standard guidance visualization while maintaining the same perceived effectiveness (PE) [34]. Nevertheless, investigations showed that the breathing phase detector used, enabling interactivity in Breeze, was very prone to noise and differences in individuals’ breathing sounds and was overfitted on the data set used [21]. Research by Islam et al [35] extended the idea of breathing phase detection from breathing training-specific breathing to regular breathing. They focused on monitoring and diagnosis as measuring breathing phases in normal breathing has been motivated for diagnostic purposes [36,37]. Generally, monitoring and diagnosis are popular areas of research regarding breathing detection. Although Islam et al [35] aimed to monitor breathing phases during rest, others tried to detect breathing rates during sleep [38] and physical exercise [39] through smartphone and headphone microphones. However, as breathing training guides breathing, it does not make sense to investigate breathing phase durations and breathing rates during this time with diagnostic intentions. Breathing detection in the context of breathing training aims to provide interactive feedback to users to increase engagement and give them a tangible assessment of their performance.

Objectives

This paper introduces Breeze 2, which has several new features, an improved appearance, and a novel breathing phase detection
algorithm. We designed Breeze 2 as a stand-alone training and an intervention component in multicomponent interventions. Breeze 2 adds a slide-based tutorial to introduce users to breathing training and biofeedback mechanics. Furthermore, it allows for the setting of specific training parameters (ie, training duration and breathing pattern) according to the user’s breathing training experience. It also adds procedural generation of the visual biofeedback environment so users always have a slightly different experience when performing breathing training. Consequently, this study has the following objectives: (1) to provide a detailed description of Breeze 2, a revised gameful breathing training app for smartphones; (2) to introduce and evaluate a novel real-time breathing phase detection approach based on deep transfer learning and an additional heuristic that prolongs detected exhalations to stabilize the algorithm’s predictions; and (3) to evaluate perceived engagement, PE, and breathing detection performance in a laboratory setting with 30 participants.

Methods

Design and Implementation

Overview

Breeze 2 provides visual breathing guidance through gameful visualizations. Furthermore, it incorporates interactive components that aim to make the training more engaging and provide valuable feedback to users on their breathing training performance. We outline the details of the revised user interface design and breathing detection algorithm of Breeze 2 in the following sections.

Concept and Design

Overview

In contrast to many other breathing training systems, Breeze 2 does not rely on abstract shapes but uses a tangible setting that allows for the design of the interactive components in a relatable way. A sailboat that continuously moves forward slowly guides the breathing training. Depending on the user’s ability to match the guiding breathing pattern, the exhalation triggers stronger winds in the experience, and the sailboat accelerates. This way, the sailboat travels a larger distance over the duration of the training, which allows for the use of the traveled distance as a condensed measure of training performance aside from more precise measurements such as the timing accuracies on exhalations.

In addition to the breathing training itself, Breeze 2 also offers a tutorial, adjustable training parameters, and procedural generation to vary the shown environment for every breathing training session.

Tutorial

Breeze 2 uses a simple slide-based tutorial (Figure 1) that quickly introduces the user to the benefits of slow-paced breathing training and briefly explains the guidance and interaction components. When a user opens Breeze 2 for the first time, the start button on the home screen is disabled. Once the user has completed the tutorial, the start button is enabled, and the user can start a training session.

Figure 1. Slide-based tutorial as implemented in Breeze 2. It provides high-level information on the benefits of slow-paced breathing training and its biofeedback mechanics.

Training Parameters

Breathing training mainly consists of 2 parameters: the training duration and the breathing pattern. Users can adapt both according to their preferences. Breeze 2 supports this process by labeling the possible durations according to their required level of breathing training experience. We chose the breathing training parameters based on feedback from medical professionals working with biofeedback-guided breathing exercises as patient treatment. Regarding training durations, the user can choose between 2 (beginner), 3 (intermediate), and 5 (expert) minutes. The breathing patterns in breathing training usually take the form of inhalation-pause-exhalation-pause. Breeze 2 uses the pattern 4-1-5-0 and adjusts the inhalation and exhalation duration linearly to match the desired BPM. For example, if 6 BPM is selected, the breathing pattern follows 4, 1, 5, and 0 seconds of inhalation; first pause; exhalation; and second pause. However, if 7 BPM is selected, the pattern follows 3.37, 1, 4.21, and 0 for the 4 phases. As a standard selection, we used 6 BPM. Figure 2 illustrates Breeze’s settings screen.
Figure 2. Settings screen where the users can set the training duration and the breaths per minute according to their preferences.

Voice Commands

Breeze 2 allows for the enabling of voice commands to start and end breathing training. We implemented this feature to enable future studies using Breeze to gather and analyze voice features regarding the studies’ outcomes. If a user speaks for a specified time, Breeze 2 approves the command. We can configure the content and expected durations of commands according to the studies’ needs. Consequently, Breeze 2 does not check whether the user said the correct words but that they said something. This way, it is less error-prone and allows users to speak more naturally, with the caveat that it is required to trust the user to speak the displayed words. We used a pretrained Yet Another Mobile Network (YAMNet) model for the necessary voice detection [40].

Interaction During Training

Users can initiate a breathing training session from the start menu. When the training starts, the view changes to the training mode. Initially, users see a sailboat floating on a river from behind. The sailboat first stands still. For the next step, the users need to read 3 voice commands aloud, after which a countdown starts. At the end of the countdown, the guidance breathing pattern starts. The BPM parameter the user sets determines how long the individual phases are in seconds. An animation on the sail of the sailboat represents the separate phases. During the first 5 breathing cycles, Breeze 2 also indicates the breathing phases through an additional text label below the sailboat. In the beginning, the sailboat moves forward at a slow constant speed. The users must then adapt their breathing to the breathing pattern by following the guidance system. The more accurately the users follow the pattern, the more strongly the sailboat accelerates during the exhalation phase. A correctly timed exhalation triggers a wind animation that propels the sailboat forward. During the inhalation and pause phases, the sailboat’s speed slowly decreases until it reaches the constant base speed. Once users complete a training session, they again speak 3 voice commands aloud. After that, the users see a new screen showing the reached distance and the breathing accuracy over the completed session. Figure 3 depicts a complete training session. A screen recording of a complete session without voice commands can be found in Multimedia Appendix 1.
Figure 3. An entire session of Breeze 2 (from left to right): start screen, starting voice commands, countdown, inhalation phase, exhalation phase, ending voice commands, and final screen.

Procedural Generation
As users should perform breathing training regularly, it is essential to provide visual variety every time to support long-term adherence. Breeze 2 uses simple procedural generation that varies the environment’s appearance and lighting during training sessions to achieve this visual variety. The procedural generation works with predefined configurations that include groups of 3D models and different coloring and lighting schemes. We handcrafted these configurations to ensure that they fit together. Every session, the app randomly chooses one of the configurations. Subsequently, the procedural generation places island models assigned to this configuration along the travel path of the sailboat at random locations. Furthermore, this configuration’s coloring and lighting scheme are chosen and applied to the scene. Figure 4 illustrates such generated scenes, including islands, coloring schemes, and landscapes.

Figure 4. A selection of procedurally generated landscapes during breathing training sessions.

Background Sounds
If the users use Breeze 2 without headphones, it does not have any sound to not interfere with breathing detection. Otherwise, Breeze 2 plays a peaceful background sound during the training session. It combines soft water sounds with subtle animal sounds such as birds. The background sound is audible in the screen recording in Multimedia Appendix 1.

Stand-alone and Intervention Component
Breeze 2 can be used either as a stand-alone breathing intervention or as an intervention component for multicomponent interventions. For the former, a start screen allows the users to set training parameters via the settings menu (Figure 2) and a simple slide-based tutorial (Figure 1). When built as an intervention component for a multicomponent intervention, training parameters can also be handed over as parameters to Breeze 2, and the training may start right away. The handing over of parameters is useful if the multicomponent intervention (eg, a smartphone-based holistic lifestyle intervention) already features a tutorial and the possibility to choose training parameters (eg, via chatbot).

Implementation
We used the Unity real-time development platform (version 2020.3.4f1; Unity Technologies) to implement Breeze 2. All 3D models were custom creations or acquired through the Unity Asset Store. For 3D model creation and modification, we used the 3D modeling software Blender (Blender Foundation). The background sound was downloaded from Freesound [41] and was available under the Creative Commons Zero license.
they also tried to detect breathing pauses. However, as they applied a sequence model and wanted to account for clips that included different phases, they split pause phases into inhalation-pause and exhalation-pause.

Islam et al [35] focused on breathing monitoring and diagnosis and, thus, used a 1-minute breathing gate. They also made the simplifying assumption that breathing is continuous and has no pauses. This focus and assumption allowed them to reduce the problem to a 2-class problem for their primary model with the classes inhalation and exhalation.

We did not apply a sequence model and aimed for real-time predictions. Thus, we could not work with input durations of 1 minute. Furthermore, we argue that a single model approach can be beneficial as the primary model then does not only come into contact with a limited domain. Consequently, we used only 1 model and defined the problem as a 3-class problem with the classes inhalation, exhalation, and nonbreathing sounds (including silence).

Similar to Shih et al [21], this work focuses on applying a breathing detector in breathing training guided by an app running on a smartphone. This comes with a caveat as, when detecting exhalations using a smartphone’s microphone, it is essential to distinguish between detecting the exhalation from sound alone and the airflow itself. Users may exhale toward the device during training, leading to disturbances in the audio recording usually produced by wind. Identifying these disturbances is especially relevant if slow-paced breathing is combined with pursed-lip breathing as the air stream is becoming more focused this way. Therefore, the model should still detect the resulting disturbance sounds as exhalations resulting in 2 subtypes of the exhalation class, which we call acoustic and airflow exhalations in this paper. However, the model should assign samples from both subtypes to the exhalation class regardless of whether they are acoustic or airflow exhalations.

Data Set

We formed the data set used for training, validation, and preliminary testing from 3 separate data sets. The first consists of acoustic breathing sounds, the second consists of exhalation-generated airflow disturbance sounds, and the third consists of environmental sounds.

We used a subset of the data set from Shih et al [21] for acoustic breathing sounds. We only used the recordings produced by the RÖDE NT1000 microphone, which had the best quality. Furthermore, we manually selected only recordings that contained audible breathing and little or no constant background noise, which resulted in audio data from 20 participants. As breathing training is often performed by inhaling through the nose and exhaling through the mouth, we only included these sounds for the breathing data set. Data from the first 80% (16/20) of the participants served as training and validation data. The validation set contained the last 3 breathing cycles by a participant, whereas we used the remaining breathing cycles for training. Data from the remaining 20% (4/20) of the participants served as test data that we used to ensure model testing on only data from unseen individuals.

As the data set from Shih et al [21] only contains acoustic breathing sounds, we recorded new data for exhalations that produce disturbances in the recording through airflow. Given that these disturbance sounds are the same as those produced by wind hitting the microphone’s membrane, they are mostly independent of the individual’s breathing sound. The smartphone used has a more significant influence as the microphone’s position and the device’s overall architecture influence how much air reaches the microphone’s membrane. Consequently, a male and a female participant performed three 2-minute breathing training sessions. The 2 participants used different smartphones without headphones for the training sessions. Both participants exhaled toward the device during training. The exhalation sounds were then manually extracted from the resulting recordings. To ensure that the airflow sounds were independent of the individual, we only included the samples produced by the male participant in the training and validation sets and used the samples from the female participant in the test set.

For nonbreathing sounds, we used the data set ESC-50 [42], which entails 50 classes of environmental sounds. Every recording is 5 seconds long, with 40 recordings per class. We excluded all breathing sounds from the data set and used folds 1, 2, and 3 for the training, validation, and test set, respectively. We also used nonbreathing sounds and silence from the breathing sound data set from Shih et al [21]. They were distributed in the same way as the breathing sounds in the training, validation, and test sets. We used these nonbreathing sounds and silence to ensure the model did not use the environmental characteristics of the recordings to distinguish between breathing and nonbreathing sounds.

All recordings in the data set were then cut into 0.195-second–long nonoverlapping clips. Table 1 describes the resulting composition of the data set.

<table>
<thead>
<tr>
<th>Class</th>
<th>Samples, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training</td>
</tr>
<tr>
<td>Exhalation (acoustic)</td>
<td>4574</td>
</tr>
<tr>
<td>Exhalation (airflow)</td>
<td>418</td>
</tr>
<tr>
<td>Inhalation</td>
<td>2470</td>
</tr>
<tr>
<td>Nonbreathing (ESC-50 data set)</td>
<td>9800</td>
</tr>
<tr>
<td>Nonbreathing (laboratory)</td>
<td>1952</td>
</tr>
</tbody>
</table>

Table 1. Data set composition used for training, validation, and the testing of the developed model.
Transfer Learning Approach

Overview
We used a pretrained YAMNet [40] model as the basis for transfer learning. YAMNet is a convolutional neural network based on the MobileNetV1 [43] architecture trained on the AudioSet data set [44] to classify 521 classes. Transfer learning refers to using a pretrained model or relevant parts of it and fine-tuning it on a related problem [45].

Preprocessing
The audio samples were preprocessed to fit the YAMNet requirements. Specifically, we resampled the audio to 16 kHz mono. Here, we introduced a step specific to our problem. YAMNet uses a minimum of 15,600 data points as input, which corresponds to 0.975 seconds (internally, it works with 0.96-second patches but requires additional samples to compute the final Short-time Fourier transform window [40]). However, it is questionable whether 1 second is fast enough for real-time feedback that should be perceived as immediate. Research in touch-based systems indicates that commercial touch screens yield latencies of up to 200 ms [46] and that perceivable latency lies between 2 and 100 ms [47]. To the best of our knowledge, no such research exists for breathing inputs. We hypothesize that the perceived latency in breathing-based systems is not as sensitive as in touch-based systems.

Consequently, we aimed for an input size of >100 ms but still significantly <1 second to ensure that the input contained enough information but could still provide feedback that users may perceive as immediate. We decided to use 0.195 seconds as input size, corresponding to 3120 samples and one-fifth of a YAMNet input. We then concatenated this snippet to arrive at the total input for YAMNet. Not just padding the signal with some constant value ensures that inputs containing distinct sound sources are as different as possible from, for example, quiet environments. We then calculated a mel spectrogram with a window and hop size of 25 and 10 ms, respectively. The mel spectrogram consisted of 64 mel bins covering the range of 125 to 7500 Hz. Finally, we calculated the log mel spectrogram by calculating log(S+0.001), where S is the mel spectrogram.

Feasibility Check
To assess whether the embeddings of YAMNet captured features that allowed for distinguishing between inhalation, exhalation, and nonbreathing sounds, we used the $t$-distributed stochastic neighbor embedding method [48]. We calculated embeddings for all samples in the data set, resulting in 1024-dimensional embeddings that we then reduced to 2D embeddings using $t$-distributed stochastic neighbor embedding (with Euclidean metric). We then visualized the 2D embeddings in a scatter plot and manually inspected these representations (Figure 5). We observed that the airflow exhalation samples clustered separately from the acoustic breathing sounds. In addition, airflow exhalations clustered together regardless of person and device. The acoustic exhalations also clustered together but partially overlapped with the inhalations. The visualization also showed that nonbreathing sounds formed various clusters among themselves as the ESC-50 data set contained different types of sounds. The samples from the laboratory containing nonbreathing sounds were also spread across a wide range but separated quite clearly from breathing sounds while partly overlapping with various ESC-50 clusters.
Figure 5. Visualized Yet Another Mobile Network (YAMNet) embeddings for the complete data set. We used t-distributed stochastic neighbor embedding to reduce the high dimension of the embeddings. ESC-50: Dataset for Environmental Sound Classification.

Training

For transfer learning, we used the 1024-dimensional embeddings generated by YAMNet and fed them into a small neural network consisting of 2 fully connected layers with 32 and 3 units. The first layer applied the swish [49] activation function, and the output layer applied the softmax function. We trained the algorithm using mini-batch gradient descent with the Adam optimizer and categorical cross-entropy as loss function. Mini-batch size was set to 32. Our manual testing showed that the algorithm usually started to overfit on the training set after 5 to 10 epochs. We then used early stopping with patience of 10 epochs and restored the best weights according to the lowest loss reached on the validation set. Even though the used data set was strongly imbalanced, we did not use any balancing approaches as there is more diversity in nonbreathing sounds than in exhalations and inhalations. This way, we wanted to discourage false positives on breathing sounds. Otherwise, the detector may yield problems in not perfectly quiet environments. Using this transfer learning approach, we created 1000 models and chose the 3 that reached the lowest loss on the validation set to be combined as an ensemble. The ensemble applied soft voting with equal model weights (the class with the maximum sum of probabilities is chosen). This was done to slightly increase the performance and stability of the model’s predictions.

Evaluation

To evaluate the model, we used the unseen test set. We investigated the receiver operating characteristic (ROC) curves; confusion matrix; and the precision, recall/sensitivity, specificity, $F_1$ score, and balanced accuracy metrics. The ROC curves (Figure 6) yielded areas under the curve of 0.96, 0.97, and 0.98 for exhalation, inhalation, and nonbreathing sounds, respectively, indicating good discrimination capacity between all classes.
To identify thresholds for exhalation and inhalation detection, we applied 2 approaches. First, we calculated the optimal thresholds for inhalation and exhalation individually by selecting the threshold that yielded the highest Youden J statistic [50]. Second, we plotted the true positive rates for several thresholds and established an appropriate threshold via visual inspection that yielded a balance between the 3 classes (Figure 6). We applied the threshold first for exhalation and then for inhalation and, if they did not apply, the model yielded nonbreathing. We found the threshold of 0.3 to strike a reasonable balance between the 3 classes. Figure 7 shows the confusion matrices for the standard threshold (maximum probability), the optimal thresholds, and the threshold of 0.3 for the test. We concluded that the threshold of 0.3 reached a better balance and, thus, discrimination among classes.

Figure 7. Confiusion matrices showing the model results on the test data set applying 3 different thresholds for the breathing classes. From left to right: max (the class with the highest prediction probability is selected), threshold=0.3 (the threshold of 0.3 is applied first to exhalation and then to inhalation), and optimal threshold (different optimal thresholds for exhalation and inhalation are applied, as determined by the Youden J statistic).

Consequently, we chose this threshold for further evaluation. The precision, recall/sensitivity, specificity $F_1$ score, and balanced accuracy metrics for this model are provided in Table 2. They show that the model best detects nonbreathing sounds, the most dominant class in the training set. The confusion matrices also show that the model more often misclassified exhalation and inhalation samples as nonbreathing sounds than as the wrong breathing phase. To gain further insights regarding the correct and incorrect classifications, we visualized test set classifications for all subclasses of the 3 main classes (Figure 8). The figure indicates that acoustic exhalations are similarly often misclassified as inhalations and nonbreathing sounds, whereas airflow exhalations are only misclassified as nonbreathing sounds. Inhalations yield a similar result as acoustic exhalations. For nonbreathing sounds, the samples from the laboratory appear to be easily distinguishable by the model. Sound samples from ESC-50 yield some misclassifications, with most being exhalations. Nevertheless, the misclassifications for nonbreathing sounds are only a small portion of all samples of this class.
Table 2. Performance metrics of the model using a threshold of 0.3 for the breathing classes on the data from the test set.

<table>
<thead>
<tr>
<th>Class</th>
<th>Precision</th>
<th>Recall/sensitivity</th>
<th>Specificity</th>
<th>$F_1$ score</th>
<th>Balanced accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exhalation</td>
<td>0.72</td>
<td>0.71</td>
<td>0.97</td>
<td>0.71</td>
<td>0.84</td>
</tr>
<tr>
<td>Inhalation</td>
<td>0.57</td>
<td>0.71</td>
<td>0.97</td>
<td>0.63</td>
<td>0.84</td>
</tr>
<tr>
<td>Nonbreathing</td>
<td>0.97</td>
<td>0.96</td>
<td>0.85</td>
<td>0.97</td>
<td>0.90</td>
</tr>
<tr>
<td>Average</td>
<td>0.75</td>
<td>0.79</td>
<td>0.93</td>
<td>0.77</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Figure 8. Histogram showing test set classifications by the model using a 0.3 threshold for breathing sounds. We split the data according to the subsets. As the ESC-50 subset of the nonbreathing sounds is substantially larger (9800 samples) than the other subsets, we cut off the diagram at 1000 samples. ESC-50: Dataset for Environmental Sound Classification.

Model Inference Time Measurement

We conducted a basic performance measurement of the resulting model on 3 smartphones. The main objective was to verify that the model could perform inference in <0.195 seconds, which corresponds to the input duration of the audio signal. As it can be expected that more powerful devices allow for faster inference, we focused on low- to midrange Android smartphones from different device manufacturers. We used the TensorFlow (Google Brain Team) Android benchmark app [51] to measure the performance of our model after conversion to a TensorFlow Lite model. The benchmark app simulates the model’s execution within an actual Android app. Thereby, it is ensured that Android’s scheduler treats the thread and process priorities of the model inference like those of a foreground app. We ran inference time measurements on a Samsung Galaxy S10e, a OnePlus 6, and a Huawei P30 Lite. All devices were factory reset before the benchmark app was installed. Furthermore, auto-lock was disabled to ensure that the devices did not switch to low-power mode during measurements. No hardware acceleration was used (ie, the use of a graphics processing unit, the NNAPI, the XNNPACK, and Hexagon was disabled in the benchmark app). We performed the measurements for 1, 2, and 4 central processing unit threads. For every device and thread configuration, we ran 100 inferences with 1 warm-up run. As the model was continuously running in the target use case, the warm-up and initialization times were neglectable and, thus, not reported. Table 3 lists the average measurements and their SDs. On the Samsung Galaxy S10e, measurements became unstable when using >2 central processing unit threads.

Table 3. Inference timings for the model on a small battery of Android smartphones.

<table>
<thead>
<tr>
<th>Device</th>
<th>Inference time ($\mu$s; ms, mean (SD))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 CPU(^a) thread</td>
</tr>
<tr>
<td>Samsung Galaxy S10e</td>
<td>7.71 (0.10)</td>
</tr>
<tr>
<td>OnePlus 6</td>
<td>15.37 (0.02)</td>
</tr>
<tr>
<td>Huawei P30 Lite</td>
<td>24.17 (0.13)</td>
</tr>
</tbody>
</table>

\(^a\)CPU: central processing unit.
Consequently, we used 2 threads for model inferences in Breeze 2. The measurements showed that the model can make an inference on all tested smartphones below the input size of 1 sample (0.195 seconds). Therefore, it should be able to monitor an incoming audio stream seamlessly.

Implementation in Breeze 2
As the feedback mechanism focuses mainly on the exhalation, we used an additional heuristic for exhalation detection. For this heuristic, we exploited the high precision of exhalation detection and the fact that detection runs every frame (approximately 30 times per second). If an exhalation was detected, we used a delay of 300 ms, during which the heuristic set the detected phase to exhalation. Every time the model detected an exhalation, the heuristic reset the delay. This way, once an exhalation was detected, the user could receive an immediate reaction, which the heuristic maintained for at least 300 ms. We used this maintaining of detected exhalations to counter the expected moderate detection performance on exhalations when deploying the model in settings with higher background noise levels. Furthermore, it prevented too abrupt changes between sailboat acceleration and deceleration. Consequently, the heuristic was specific to the feedback loop used of the sailboat accelerating during correct exhalations.

User Study
We aimed to evaluate this new iteration of Breeze and evaluate the breathing detection algorithm on new and realistic data through a laboratory study.

Participants
We recruited 30 participants (women: n=14, 47%; age: mean 29.77, SD 7.33 years). As our main interest was to collect breathing sounds and explore how certain aspects of Breeze 2 were perceived and how well breathing detection worked, the nature of the sample was not crucial. Consequently, we recruited participants mainly from ETH Zürich, but participation was open to all interested parties. However, participants had to be aged 18 years and not pregnant. Furthermore, they were required not to be taking any medication to treat depression, anxiety, or the main symptoms of mood disorders (such as low mood) and not to have any respiratory diseases such as asthma or chronic obstructive pulmonary disease. We aimed to balance female and male participants to account for potential differences in breathing sounds that may occur owing to physiological differences in respiratory function [52].

Materials
We measured user engagement using the User Engagement Scale Short Form (UES-SF) [53]. This instrument consists of 4 subscales: focused attention, perceived usability, esthetic appeal, and reward factor. A total of 3 items measure each subscale.

The instrument to investigate PE of the breathing training consists of the following six items [54]: (1) The breathing training facilitates relaxation, (2) The breathing training is pleasant to use, (3) It is easy to follow the breathing training instructions, (4) The breathing training effectively teaches how to breathe, (5) The breathing training is effective in reducing stress, and (6) The breathing training is effective in increasing attention to breath. Each item was rated on a 5-point Likert scale (strongly disagree to strongly agree). To build the score for PE, we averaged the scores from all items. To construct the score for perceived relaxation effectiveness, we used the average of items 1 and 5.

Participants reported their perceived breathing detection accuracy with 2 independent items. The first one was adapted from the study by Efendic et al [55] and asked “How accurate is the breathing detection?” It was rated on a 7-point Likert scale (very inaccurate to very accurate). The second item asked “How much of your breathing did the breathing detection correctly detect?” Participants responded using a slider ranging from 0% to 100%. The questionnaires used in the study can be found in Multimedia Appendix 2.

We used 5 different smartphones in the study: Samsung Galaxy S10e, OnePlus 6, Huawei P30 Lite, iPhone XR, and iPhone 11 Pro. Each participant used only 1 smartphone, which was randomly assigned. All participants used Apple AirPods second generation [56] as headphones.

Procedure
After they signed the consent form at the start of the study, the participants received one of the smartphones with the stand-alone version of Breeze 2. The investigator then asked the participants to perform 2 breathing sessions with Breeze 2, one performed using headphones and the other without any additional hardware aside from the smartphone. Whether the participants started with or without headphones was randomly assigned. Each session was 3 minutes long. Before the first session, the investigator instructed the participants to read through the tutorial (Figure 1) and asked them to set the training duration and the breathing pattern to 3 minutes and 6 BPM, respectively. The investigator encouraged the participants to ask questions freely if the instructions provided in the app were not clear enough. We decided to allow such an additional explanation as assessing the quality of the tutorial was not a major objective of this study. After the first breathing session, the participants answered questions about their engagement (UES-SF) [53], the PE of the visualization [54], and the perceived accuracy of the breathing detection algorithm (adapted from the study by Efendic et al [55]) and provided their age and sex. Subsequently, they performed the second round of breathing training, after which they again answered the questions regarding the perceived accuracy of the breathing detection algorithm. If the participants wanted, they were allowed to interact with Breeze 2 for an additional 5 minutes, but this part was optional. Finally, the investigator encouraged participants to share feedback regarding Breeze 2 and the study. The sounds captured during breathing training were recorded for further offline analysis and future training data to refine the model.

Data Collection
Breeze 2 continuously monitors the breathing phase reference shown to the user during training and the breathing phases detected by the model used with and without the heuristic. This information is sampled every frame and, thus, usually results in 30 data points per second that are written to a log file.
However, this number fluctuated depending on the smartphone’s computational power and the current scenery shown. Breeze 2 recorded and stored audio through the device’s microphone during training sessions. When the participants used headphones because of the study design, Breeze 2 recorded the audio with the headphones’ microphones. Breeze 2 tried to record with 44.1 kHz. However, operating system settings could overwrite this setting. In these cases, Breeze 2 recorded audio with at least 16 kHz, sufficient for the breathing detection model used. Breeze 2 similarly recorded the pre- and posttraining voice commands and yielded 2 separate recordings from the main breathing training recording. However, the voice commands were not further analyzed in this study.

After the data collection, 2 raters independently labeled the breathing training recordings as exhalations and inhalations. The raters did not manually label nonbreathing sounds. However, if a part of the recording was not assignable to an exhalation, an inhalation, or another sound, it was labeled as unclear. Unlabeled portions of the recording were then automatically labeled as nonbreathing sounds. A Cohen κ of 0.91 indicated near-perfect interrater reliability. Most mismatches came from slightly different label start and end times in the time-series data. Start or end time differences of >200 ms were manually inspected and merged, and others were merged by choosing the average of both raters. In case different class labels were assigned, either one of the raters’ labels was chosen for the corresponding segment or it was marked as unclear. We then transformed the labeled data into a data set following the same steps as the training data. The resulting data set consisted of 20,753, 10,459, and 19,265 samples for exhalation, inhalation, and nonbreathing sounds, respectively.

**Statistical Analyses**

For the collected data, we formulated the following hypotheses:

1. The engagement score is higher than the neutral score (neither agree nor disagree; hypothesis 1);
2. The PE is higher than the neutral score (neither agree nor disagree; hypothesis 2.1);
3. The perceived relaxation effectiveness is higher than the neutral score (neither agree nor disagree; hypothesis 2.2);
4. The balanced detection accuracy of the model alone is lower than the balanced exhalation detection accuracy, including the heuristic (hypothesis 3.1);
5. The balanced detection accuracy is lower for sounds captured by headphone microphones than by smartphone microphones (hypothesis 3.2);
6. There is a difference in balanced detection accuracy for female and male participants (hypothesis 3.3); and
7. The perceived detection accuracy correlates with the actual balanced breathing detection accuracy (model including the heuristic; hypothesis 4).

To ensure construct reliability, we calculated the McDonald ω [57] for all subscales of the UES-SF and the overall user engagement score (UES), PE, and perceived relaxation effectiveness. For all subsequent hypothesis tests, we used an α level of .05. To test hypotheses 1, 2.1, and 2.2, we conducted Wilcoxon signed-rank tests against the neutral score of 3.0 on the UES-SF, the PE, and the perceived relaxation effectiveness. To account for the familywise error rate of PE and perceived relaxation effectiveness, we applied the Bonferroni correction to adjust the P values. To gain more insight, we conducted Wilcoxon signed-rank tests for the 4 subscales of the UES-SF and applied the Bonferroni correction to adjust the P values to account for the familywise error rate. For hypotheses 3.1 to 3.3, we calculated the balanced detection accuracy of the model, including the heuristic and the model alone based on data from the log files aggregated with the labels of the audio recordings. We used balanced accuracy as the heuristic should increase exhalation sensitivity while decreasing the specificity. It should also affect the sensitivity and specificity measure for the other 2 classes.

Consequently, we used multi-class balanced accuracy [58] as the dependent variable for this analysis as it includes all classes’ specificity and sensitivity measures [59]. We then conducted a repeated-measure ANOVA with balanced accuracy as the dependent variable, the presence of the heuristic and the use of headphones as repeated-measure factors, and the participants’ sex as a between-subject factor. The latter was included to account for any potential breathing sound differences between men and women because of physiological differences [52]. A Shapiro-Wilk test [60] verified the normal distribution of the data for all 4 cells: heuristic (W=0.93; P=.07), headphone (W=0.97; P=.68), heuristic and headphone (W=0.94; P=.14), and neither (W=0.97; P=.55). We tested the assumption of homogeneity of variances for all the sex-based subgroups within the cells using the Brown-Forsythe test, which is a more robust Levene test [61] using medians instead of means to calculate the center of each group [62]. The assumptions of homogeneity of variance were met for heuristic (F₁,25=1.75; P=.20), headphone (F₁,25=0.07; P=.79), heuristic and headphone (F₁,25=0.07; P=.80), and neither (F₁,25=0.79; P=.38). The assumption of sphericity was met as the repeated measures had only 2 levels. To investigate hypothesis 4, we conducted Pearson correlation tests between the actual balanced breathing detection accuracy and the perceived detection accuracy items separately. This tested whether the found correlations differed from 0. We then scaled the responses from the response values to be between 0 and 1 (divided by the maximum allowed value for each item) and plotted them with the balanced breathing detection accuracy in 2 Bland-Altman plots [63] to investigate the tendencies of the differences.

**Model Evaluation**

We also investigated the detection performance of the model (excluding the heuristic) offline on the collected audio recordings. This was done for 2 reasons; first, to obtain detailed insights into the model’s detection performance without the heuristic used. Thereby, we obtained more information on the transferability of the model to potential other implementations where the heuristic would not be adequate. Second, this evaluation may serve as a baseline for future work as it was done in a standardized way offline on the collected breathing recordings. We considered the ROC curve of each class. Furthermore, we investigated the precision, recall/sensitivity, specificity, F₁ score, and balanced accuracy (average of sensitivity and specificity) metrics. We included all these metrics to provide a complete picture of the model’s performance. Furthermore, we analyzed the detection performance for samples captured via smartphone and headphone microphones.
Data Exclusion
For the analyses regarding hypotheses 3.1 to 3.3, we excluded 10% (3/30) of the participants (3 women). One participant had technical problems with the headphones, which resulted in them performing the exercise twice without headphones. Another participant failed to disconnect the headphones, resulting in them performing the exercise twice with headphones. For the third participant, headphones could not capture any sound because of very silent breathing, whereas the smartphone microphone was able to capture some exhalations and missed most inhalations. We also excluded this third participant from the offline evaluation as the raters labeled most of the data from this participant as unclear. If we had included this participant, the analysis would have falsely shifted toward the hypotheses and arbitrarily favored the model’s performance in the offline evaluation.

However, the data of these participants were included for all the other tests as the participants were still able to complete the 2 breathing training sessions, although the third participant received very erroneous breathing feedback. For the latter, the model predicted 99.46% of the headphone session and 93.53% of the smartphone session as nonbreathing because most of the captured sound was completely silent.

Ethics Approval
The Ethics Commission of the Swiss Federal Institute of Technology in Zurich (ID 2021-N-134) approved the study, and we pretested the study with 3 participants (1 woman).

Results
Checks for Reliability
We calculated reliability checks (Table 4) using the McDonald \( \omega \) for the UES-SF and its subscales and for PE and perceived relaxation effectiveness (items 1 and 5 of the PE construct). The data from all these scales met the tests for normal distribution.

Table 4. Reliability tests for each survey construct.

<table>
<thead>
<tr>
<th>Construct and subscale (number of items)</th>
<th>McDonald ( \omega )</th>
</tr>
</thead>
<tbody>
<tr>
<td>User Engagement Score Short Form (12)</td>
<td>0.78</td>
</tr>
<tr>
<td>Focused attention (3)</td>
<td>0.53</td>
</tr>
<tr>
<td>Perceived usability (3)</td>
<td>0.58</td>
</tr>
<tr>
<td>Esthetic appeal (3)</td>
<td>0.79</td>
</tr>
<tr>
<td>Reward factor (3)</td>
<td>0.82</td>
</tr>
<tr>
<td>Perceived effectiveness (6)</td>
<td>0.58</td>
</tr>
<tr>
<td>Perceived relaxation effectiveness (2)</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Hypothesis Tests
User Engagement
A Wilcoxon test indicated that the UES was higher than the neutral response (mean 3.77, SD 0.43) for the participants (W=459; \( P<.001 \)). The difference was also observed for all the subscales: focused attention (mean 3.22, SD 0.66; W=245; adjusted \( P=0.15 \)), perceived usability (mean 3.90, SD 0.66; W=348; adjusted \( P<.001 \)), esthetic appeal (mean 4.00, SD 0.547; W=406; adjusted \( P<.001 \)), and reward factor (mean 3.97, SD 0.69; W=390; adjusted \( P<.001 \)).

Effectiveness
The reported PE was higher than the neutral response (mean 4.08, SD 0.49), as shown by a Wilcoxon test (W=465; adjusted \( P<.001 \)). In addition, for perceived relaxation effectiveness (mean 3.82, SD 0.95), a Wilcoxon test indicated a positive effect (W=358; adjusted \( P<.001 \)).

Breathing Detection Performance
A repeated-measure ANOVA indicated the presence of significant effects of headphone use (\( F_{1,25}=17.61; P<.001 \)) and use of the heuristic (\( F_{1,25}=6.23; P=.02 \)) on the detection performance of the model. The analysis did not indicate any interaction effects between the use of headphones and the use of the heuristic (\( F_{1,25}=3.39; P=.08 \)). Furthermore, no interaction effects of sex were found with headphone use (\( F_{1,25}=0.11; P=.74 \)), use of the heuristic (\( F_{1,25}=0.25; P=.92 \)), or both (\( F_{1,25}=2.53; P=.12 \)). In addition, no between-subject effects of sex were found (\( F_{1,25}=1.38; P=.25 \)). Figure 9 illustrates the estimated marginal means.
Figure 9. Marginal means plots illustrating the effects and interactions when different devices (smartphones and headphones) and model modes (no heuristic and heuristic) are used. Furthermore, the differences between female and male participants are also depicted.

Perceived Breathing Detection Performance
The perceived breathing detection accuracy reported via a 7-point Likert scale (mean 5.17, SD 1.75) and 0 to 100 slider (mean 71.17, SD 28.68) showed some correlation with the actual performance of the breathing detector (mean 0.69, SD 0.08). The Likert scale showed a stronger correlation ($r=0.51; P<.001$) with the actual detection performance than the perceived accuracy reported via the slider ($r=0.48; P<.001$). Nevertheless, both correlations were significant. Bland-Altman plots (Figure 10) for both items showed that, when actual breathing detection accuracy was low, participants overestimated the accuracy. At the same time, they underestimated the accuracy when the actual detection accuracy was high.

Figure 10. Bland-Altman plots for the 2 items measuring perceived breathing detection accuracy. Higher differences underestimate the actual detection accuracy, and lower values overestimate the detection accuracy. The limits of agreement are set to a 1.96 SD, which produces 95% CIs for the means of the differences.

Offline Breathing Detection Model Evaluation
The offline evaluation of the model (no heuristic) resulted in areas under the curve of 0.83, 0.87, and 0.91 for inhalation, exhalation, and nonbreathing sounds, respectively (Figure 11). The detailed results grouped by capturing device used on precision, recall/sensitivity, specificity, and balanced accuracy are shown in Table 5.
Figure 11. ROC curves (left) and confusion matrix (right) at the thresholds for breathing sounds that were used during the study. Both are calculated for the deployed model based on all data gathered throughout the breathing training sessions of the study participants. ROC: receiver operating characteristic.

Table 5. Performance metrics of the model on the data captured during the study.

<table>
<thead>
<tr>
<th>Class and device</th>
<th>Precision</th>
<th>Recall/sensitivity</th>
<th>Specificity</th>
<th>$F_1$ score</th>
<th>Balanced accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exhalation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>0.85</td>
<td>0.59</td>
<td>0.93</td>
<td>0.69</td>
<td>0.76</td>
</tr>
<tr>
<td>Smartphone</td>
<td>0.84</td>
<td>0.66</td>
<td>0.91</td>
<td>0.74</td>
<td>0.78</td>
</tr>
<tr>
<td>Headphones</td>
<td>0.86</td>
<td>0.51</td>
<td>0.94</td>
<td>0.64</td>
<td>0.73</td>
</tr>
<tr>
<td><strong>Inhalation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>0.67</td>
<td>0.40</td>
<td>0.95</td>
<td>0.50</td>
<td>0.68</td>
</tr>
<tr>
<td>Smartphone</td>
<td>0.68</td>
<td>0.52</td>
<td>0.93</td>
<td>0.59</td>
<td>0.73</td>
</tr>
<tr>
<td>Headphones</td>
<td>0.65</td>
<td>0.26</td>
<td>0.97</td>
<td>0.37</td>
<td>0.61</td>
</tr>
<tr>
<td><strong>Nonbreathing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>0.62</td>
<td>0.96</td>
<td>0.63</td>
<td>0.75</td>
<td>0.79</td>
</tr>
<tr>
<td>Smartphone</td>
<td>0.65</td>
<td>0.92</td>
<td>0.73</td>
<td>0.76</td>
<td>0.82</td>
</tr>
<tr>
<td>Headphones</td>
<td>0.59</td>
<td>0.99</td>
<td>0.53</td>
<td>0.74</td>
<td>0.76</td>
</tr>
<tr>
<td><strong>All classes (average)</strong></td>
<td>0.71</td>
<td>0.65*</td>
<td>0.84</td>
<td>0.65</td>
<td>0.74*</td>
</tr>
<tr>
<td>Smartphone</td>
<td>0.72</td>
<td>0.70*</td>
<td>0.86</td>
<td>0.70</td>
<td>0.78*</td>
</tr>
<tr>
<td>Headphones</td>
<td>0.70</td>
<td>0.59*</td>
<td>0.81</td>
<td>0.59</td>
<td>0.70*</td>
</tr>
</tbody>
</table>

*Corresponds to multi-class balanced accuracy according to Kelleher et al [64].

bCorresponds to multi-class balanced accuracy according to Urbanowicz and Moore [58].

Discussion

Principal Findings

Overall, Breeze 2 was well received, and all 30 participants could handle all aspects of it. Furthermore, all participants (30/30, 100%) successfully performed two 3-minute sessions of breathing training.

The participants perceived Breeze 2 as engaging according to the UES that differed significantly from the neutral response. Thus, our data support hypothesis 1. The in-depth analysis of the focused attention, perceived usability, esthetic appeal, and reward factor subscales revealed that participants particularly...
liked the aesthetics and perceived reward factor of the experience, which were significantly higher than the neutral response. Interpretations of the focused attention and perceived usability scores were less conclusive than for the other 2 subscales owing to low reliability scores. Nevertheless, the average perceived usability was high and did differ significantly from the neutral response. However, focused attention was not significantly higher than the neutral response even though it had an average score with a positive tendency. This finding indicates that participants felt only moderately absorbed in the experience.

A feeling of absorption is important as this may lead to a flow state that helps people concentrate and perceive the task as rewarding and fun [65]. A possible solution for this could be to try out different modalities for breathing training such as virtual reality setups as such setups show promise for mindfulness exercises [24,66]. However, this would defeat the purpose of the objective regarding the intervention’s scalability. Another approach could be to introduce more dominant short-term feedback loops [65] during training to foster immersion as the overall reward factor of the experience already appears to be high. Nevertheless, such feedback loops need to be implemented with care as too strong and exciting loops may counter the targeted effects of the training (eg, relaxation).

Our data also supported hypotheses 2.1 and 2.2, as PE and perceived relaxation effectiveness were significantly higher than the neutral response. However, although the reliability score for perceived relaxation effectiveness was high, it was relatively low for PE. Thus, the scores for the latter should be interpreted with caution. We argue that this low reliability could be because the PE scale includes the perceived relaxation effectiveness scale and several other items asking about not equally perceived aspects of the breathing training. For example, a few participants (5/30, 17%) did not feel relaxed by the training but still thought it was easy to follow the instructions and directed their attention to their breathing. This is supported by the fact that the perceived relaxation effectiveness subscale yielded high reliability while having a lower mean than the overall effectiveness scale. Nevertheless, the analyses support hypotheses 2 and 3, meaning that the participants overall regarded Breeze 2 as effective in guiding their breathing and, most importantly, inducing a feeling of relaxation. The results are in line with prior work [34,54].

The analysis regarding the impact of the heuristic on detection performance showed that the heuristic brought a significant improvement to the overall detection performance, thus supporting hypothesis 3.1. The use of headphone microphones instead of the built-in microphone of the smartphones had an even larger but negative effect on detection performance. This even larger negative effect supports hypothesis 3.2. We argue that there are 2 reasons for this. First, the use of the smartphone microphone allows the model to detect exhalations through the generated airflow. The initial model evaluation has shown that this works better than acoustic detection. Second, modern Bluetooth headphones are optimized for speech and, thus, use filters to reduce noise in audio signals (eg, the Apple AirPods second generation used [56]). Breathing sounds are very close to noise (eg, white noise) and, thus, trigger these reduction algorithms.

Consequently, headphones may heavily suppress the breathing signal before the signal is passed to the model. How strongly these 2 reasons affect the observed negative effect remains unclear as data labeling did not differentiate between acoustically captured exhalations and exhalations captured through airflow. Regarding hypothesis 3.3, we did not observe any between-subject effects on detection performance based on the participants’ sex.

In addition, our findings support hypothesis 4 as perceived breathing detection accuracy significantly correlated with the actual detection performance. Thus, perceived breathing detection accuracy appears to help capture how clearly the feedback is perceived and how well the algorithm performs. We observed that participants over- and underestimated the detector’s performance when the actual performance was low and high, respectively. This over- and underestimation could indicate that the specific breathing feedback implementation in Breeze 2 gives users the sense of valid feedback even when the model performance is lacking. While conducting the study, we observed that participants felt more comfortable with the Likert-scale item than the slider-based item. Consequently, we plan to use the Likert-scale item in future studies to monitor perceived breathing detection accuracy in case changes need to be made to the feedback mechanism while Breeze 2 is deployed in the field.

Regarding the model without the heuristic, an apparent decline in detection performance was observed compared with the original test data set. The reasons for this are manifold. The breathing sound training and original test data sets were captured in the same setup [21]. This setup also differed considerably from the setup used in this study. In this study, the participants used Breeze 2 in a realistic setting for the first time by holding the device in their hands however was comfortable for them.

Consequently, the sound capturing was done in a much less regulated way. Furthermore, the training data used only a minimal number of devices shared between training and test data sets, whereas this study used smartphones and headphones unseen by the model. The headphones also pose a much more complex detection problem, as seen by the analysis regarding hypothesis 3.2. Our idea of a more complicated detection problem receives further support through the observation that all model performance metrics improve considerably for data only captured by smartphone microphones. This effect much more strongly influences the inhalation detection performance. We explain this through the observation that inhalations themselves are already very silent sounds and, thus, are already hard to detect. The attenuation applied by the headphones reinforces this problem even further.

Nevertheless, the model still performed reasonably well for exhalation sounds for both device types. The exhalation detection performance suffers, especially in sensitivity. However, the low sensitivity is less crucial as the model runs an inference up to 30 times per second, and the model yields high precision on exhalations. This reasoning is supported by the fact that participants overestimated the model’s performance in most sessions (44/60, 73%), even when the model did perform poorly. Consequently, the model appears to be already usable.
to enable interactivity in breathing training despite apparent weaknesses.

Limitations and Future Work

Optimizing Breeze is an iterative process and, consequently, it comes with several limitations. The slide-based tutorial is not very engaging and does not yet provide adequate guidance on breathing training details. We plan to improve the tutorial by providing video-based instructions. In addition, we are considering implementing an interactive tutorial to ensure that users can perform the breathing training correctly and give them feedback right away before they embark on an actual training session. Aside from the still too basic tutorial, Breeze 2 does not yet provide an adequate mechanism to coach the users on choosing the suitable training duration and breathing pattern apart from labeling the different durations according to their level of expertise with breathing training. We plan to develop interactive tests that measure users’ capabilities and classify their level of experience (eg, based on the maximal time a person can inhale or exhale or on the user’s resonance frequency that maximizes the physiological response). Such tests would then allow us to offer some coaching to the user on which training parameters would fit their level. Finally, we have planned various studies to incorporate Breeze 2 as an intervention component in multicomponent interventions (eg, interventions aiming to prevent NCDs, reduce distress in patients with cancer, or reduce acute stress in a student population).

This study also has some limitations regarding the detection model and its performance. A total of 2 raters did the labeling independently, and disagreements were carefully handled in a subsequent process. Consequently, confidence is high that the labels are correct. Nevertheless, 1.51% of the recordings were labeled as unclear in the resulting data set. Unclear parts were not used for further analysis, potentially leading to a slight overestimation of the performance of breathing detection. Furthermore, breathing can be very silent and, thus, may sometimes not be captured by microphones or may be actively suppressed by algorithms in the hardware used (eg, Bluetooth headphones). Therefore, the reported detection performance should be considered as the detection performance on breathing sounds that could be captured by the devices used. Furthermore, we trained the model on a minimal data set. Even though most participants perceived the model as performing well, there is room for improvement. With this study, we took the first step by collecting new data, which we will use to improve the model for future deployments.

Conclusions

This paper presented Breeze 2, a new iteration of the gameful breathing training app Breeze. It consists of a slow-paced breathing training guided by gameful visualizations and uses breathing-based interactions. Furthermore, it allows users to choose training parameters consisting of training duration and breathing pattern. These features should improve long-term adherence to breathing training, support individuals in doing breathing training correctly, and help continuously increase training intensity. To gain insight into whether Breeze 2 is engaging and effective and into the performance of the breathing detection used, we conducted a laboratory study with 30 participants. Results show that most participants (28/30, 93%) perceived Breeze 2 as engaging and effective. Furthermore, breathing detection performed sufficiently well for most participants’ sessions (50/60, 83%), as indicated by the perceived detection accuracy and actual detection accuracy. We attribute the exceptions to the combination of noise filtering done by the headphones and the very silent breathing of these participants, which was not audible in the recordings even to the raters conducting the labeling. We will use the collected breathing sounds to refine breathing detection, making it more stable and increasing its performance. Future work will use Breeze 2 as an intervention tool in various studies for the prevention and management of NCDs.
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Multimedia Appendix 1
Screen recording of a breathing training session with Breeze 2.
[MOV File, 188753 KB - games_v10i3e39186_app1.mov]

Multimedia Appendix 2
Questionnaire used in the user study.
[PDF File (Adobe PDF File), 12093 KB - games_v10i3e39186_app2.pdf]
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPM</td>
<td>breaths per minute</td>
</tr>
<tr>
<td>HRV</td>
<td>heart rate variability</td>
</tr>
<tr>
<td>NCD</td>
<td>noncommunicable disease</td>
</tr>
<tr>
<td>PE</td>
<td>perceived effectiveness</td>
</tr>
<tr>
<td>ROC</td>
<td>receiver operating characteristic</td>
</tr>
<tr>
<td>UES</td>
<td>user engagement score</td>
</tr>
<tr>
<td>UES-SF</td>
<td>User Engagement Scale Short Form</td>
</tr>
<tr>
<td>YAMNet</td>
<td>Yet Another Mobile Network</td>
</tr>
</tbody>
</table>
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Abstract

Background: Preschool-aged children with acute lymphoblastic leukemia (ALL) receive long-term treatment according to the Taiwan Pediatric Oncology Group (TPOG)–ALL 2013 protocol. Severe anxiety and noncompliance ahead of frequent invasive therapies leads to an increase in health care costs. Previous studies have shown that therapeutic video games (TVGs) can decrease the anxiety experienced by children who are ill. To our knowledge, no existing TVG has been designed specifically for preschool-aged children with ALL in Taiwan.

Objective: The purpose of this study was to develop a TVG using the popular Mechanics, Dynamics, and Aesthetics (MDA) framework for game design and to investigate the effect of this TVG on the reduction of therapy-related anxiety among preschool-aged children with ALL.

Methods: This study used a mixed methods approach over three phases: (1) develop a TVG using the MDA framework, (2) test the reliability of the TVG among three certified children’s art therapists, and (3) evaluate the reduction of therapy-related anxiety among participants after using the TVG for 6 weeks, using a two-group, stratified randomized controlled trial at a medical center in northern Taiwan. Eligible preschool-aged children with ALL were randomly assigned 1:1 into an experimental group or a control group. The two groups of subjects received the same usual care, and only the experimental group had access to and used the TVG. The children’s anxiety responses were reported by their family caregivers using the face rating scale (FRS). Descriptive analyses, the Fisher exact test, the Pearson chi-square test, and the Mann-Whitney U test were used to statistically analyze the variables.

Results: Six mechanics rules supported the dynamics of the TVG using four main features—character, nursery, tasks, and market—in order to complete all of the therapy-related anxiety reduction scenarios and to achieve eight aesthetics goals. The results of reliability test showed that participants found the TVG to be useful and trustworthy for preschool-aged children with ALL (Cronbach $\alpha$=.98). A total of 15 participants were enrolled and randomly allocated to the experimental group (n=7) or the control group (n=8). The average number of TVG log-ins was 37.9 (SD 15.30, range 14-62) in the experimental group. The demographic data showed homogeneity across the two groups regarding age (3 to 5 years), sex (male), risk classification (standard risk), and treatment status (continuation therapy). The mean FRS score was 6.16 (SD 3.31) for the experimental group as compared to 7.45 (SD 2.71) for the control group ($P$=.04), which represented a significant difference between the groups at the 6-week follow-up.
Conclusions: This research provides evidence that using a TVG can decrease anxiety in preschool-aged children with ALL in Taiwan. The TVG could be used to support clinical professionals before they perform invasive therapies. However, it is recommended to increase the statistical power for inference.

Trial Registration: ClinicalTrials.gov NCT04199637; https://www.clinicaltrials.gov/ct2/show/NCT04199637
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Introduction

Background
Acute lymphoblastic leukemia (ALL) is a type of cancer that constitutes a family of genetically heterogeneous lymphoid neoplasms derived from B- and T-lymphoid progenitors [1]; this type of cancer in humans shows an abnormal increase of leukocytes in the blood. ALL occurs mostly in children, particularly in those between 2 and 5 years of age, and its prevalence rate is about 30% to 40% in children worldwide [2]. In Taiwan, approximately 100 children aged 1 to 9 years are diagnosed with ALL every year, and more than half of them are preschoolers (ie, 3-5 years old) [3].

To obtain a definite diagnosis of ALL, bone marrow aspiration (BMA) must be performed. This is an invasive procedure performed by a physician to collect a small sample of bone marrow from a child’s hip bone, breastbone, or thigh bone under local anesthesia. Meanwhile, other body samples are also collected, such as peripheral blood cells, cerebrospinal fluid, and testicular cells. These results support the differential diagnosis of ALL, including the following: precursor B-cell ALL, early T-cell precursor (ETP) ALL, and precursor T-cell ALL with non-ETP [4].

The Taiwan Pediatric Oncology Group (TPOG), which consists of more than 60 pediatric hematologists and oncologists, classified children with ALL into one of three categories: standard risk, high risk, or very high risk. Classifications were based on the children’s presenting age, leukocyte count, presence of leukemia cells in the cerebrospinal fluid or testicular leukemia, immunophenotype, cytogenetics and molecular genetics, DNA index, and early response to therapy [2,4,5]. However, the risk categories will be reconfirmed according to the response to the protocol based on the minimal residual disease, which refers to a small number of cancer cells that remain in the body after treatment [6].

The TPOG-ALL 2013 Protocol
The TPOG developed the first protocol in 1988 for childhood ALL; the protocol has since had several revisions [7]. At the beginning of our study, the TPOG-ALL 2013 protocol was used to treat children in Taiwan over four regimen stages: induction, consolidation, reinduction, and continuation. In this protocol, each stage consisted of different doses of antileukemic drugs (eg, prednisolone, vincristine, epirubicin, L-asparaginase, cyclophosphamide, cytarabine, and 6-mercaptopurine). The drugs were administrated by health professionals (eg, physicians and nurses) via intravenous (IV) injection, intramuscular (IM) injection, intrathecal (IT) injection, and oral intake. Multimedia Appendix 1 shows the summary of the protocol.

To facilitate the IV injection procedure, an artificial blood vessel, using a port-a-cath catheter system (PORT), would be implanted into the children’s left or right superior vena cava via surgery before the protocol. The needle with catheter—usually the Huber-point needles are used—would be inserted before IV injection and reinserted according to the clinical routine (eg, every 3 to 7 days) to prevent potential infection. The most common clinical signs and symptoms (ie, side effects) during the treatment were nausea, vomiting, mucositis, hair loss, bone marrow suppression, and pain [8]. Therefore, supportive medication and blood transfusions (BTs) will be provided as needed intravenously. In addition, to assess antileukemic response, a BMA will also be executed following the protocol, and the minimal residual disease will be monitored to guide the therapeutic choices [6].

Therapy-Related Anxiety
A child’s ALL diagnosis can undoubtedly have a major impact on their family. Current intensive chemotherapy regimens have resulted in overall cure rates of 85% to 90% in children [1,7]. However, the discomfort caused by the side effects of the treatments [8] and the series of invasive therapies that must be endured during the disease journey all increase the anxiety of the children suffering from disease [9]. They also might resist professional treatment, leading to degeneration and overdependence behaviors [10].

In order to reduce therapy-related anxiety of children who are ill, many medical professionals have used cognitive and attentional distraction in order to control the anxiety of pediatric patients before, during, and after treatments [11,12]. However, medical staff have spent lots of time accompanying children who were ill, which was an invisible time cost, and the demand for clinical and medical labor has increased. Electronic technology products, such as computers, smartphones, and tablets, have become popular therapeutic adjuncts to traditional approaches (eg, drawing, role play, and toy operations). The games in portable electronic products have gradually become another aspect of children’s game activities. Many studies have applied video games or virtual reality to pediatric care [13-15]. However, this type of research is mostly limited to the use of general electronic games to divert attention, rather than specially designed therapeutic electronic games.

It has been clinically observed that the frequency of use of portable electronic products by preschool-aged children is extremely high. Almost every family caregiver will provide portable electronic products to children who are ill so they may
TVG development consensus meetings were held regularly (eg, once per week). The team first focused on the aesthetics expectations and dynamic features and then defined the mechanics data representations and algorithms. When the MDA framework was conceptually saturated and logically feasible, the game designer (DJY) provided a user interface draft for our TVG, including procedures for invasive therapies and required medical supplies (Multimedia Appendix 2), to the visual designer and programmer to help them design the game for preschool-aged children with ALL. Once the prototype and vital version of the TVG was produced, the research team tested and retested all the features, after which it was assessed during phase 2.

Phase 2: TVG Reliability Test

To assess the reliability of the TVG, three certified children’s art therapists were invited to preview the TVG. After previewing the game, they completed a 12-item instrument containing two domains—usefulness (9 items) and trust (2 items)—with structured questions answered on a 5-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). A single open question allowed input of narrative feedback about the game. We performed the following to evaluate the usefulness and participants’ trust of the TVG: descriptive analysis of the 11 structured items, content analysis of the single narrative feedback item, and internal consistency (ie, Cronbach’s α) of the three therapists, in order to analyze reliability. The results were also used to optimize the TVG before phase 3.

Phase 3: RCT to Measure the Effects of the TVG

Study Design and Setting

The TVG trial was a patient-blinded, parallel-group, stratified RCT with a 6-week follow-up evaluation. The study site was the medical center (eg, National Taiwan University Hospital) in northern Taiwan. Every patient at the study site received the same verbal comfort from nurses before and during the process of the invasive therapy. Some attention-shifting skills (eg, watching cartoons, listening to nursery rhymes and kids’ songs, and being given comforting toys) were also adopted, but these were nonstandardized and enabled by their caregivers and professionals to facilitate the therapy procedure. Therefore, the influence of the professionals’ care model on anxiety improvement was assumed to be similar for each patient in this study.

Ethical Considerations

This study followed the ethical principles of the Declaration of Helsinki [18]. This study was approved by the Institutional Review Board (IRB) of the National Taiwan University Hospital (IRB No. 201705014RINC) in Taiwan. Participation in the study was voluntary. Eligible participants were provided with one of two informed consent forms, according to their assigned groups. The consent forms included the same information about participant data that were collected regarding therapy-related anxiety responses. Only the consent forms for the experimental
group provided briefing information about the TVG. Every participant was provided US $0.70 for each follow-up evaluation during the study.

**Participant Recruitment, Sample Size, and Randomization**

Preschool-aged children who met the following inclusion criteria were invited to participate in the study: (1) diagnosis of ALL and (2) aged 3 to 5 years. Exclusion criteria included the following: (1) has not undergone treatment according to the TPOG-ALL 2013 protocol, (2) did not have the PORT system inserted, (3) undergoing peripheral blood stem cell transplant treatment, (4) experiencing recurrent ALL, and (5) diagnosis of mental retardation, because of which TVG would not support their needs in this trial.

Participants were recruited by the researcher (DJY) and one trained research assistant in the pediatric hematology ward or outpatient clinic. Eligible patients were screened by the researcher (DJY) before recruitment in the study setting, according to the 2015-2016 Taiwan ALL incidence rate within each age and sex strata [3]. Next, within each age and sex strata, participants were randomly assigned 1:1 into one of the two study groups: control or experimental. For each strata, the randomization scheme was generated using an online randomization program [19].

**Data Collection Procedures**

Data collection by the study team took place from March 2018 to April 2020. Patients were blinded as to whether they were in the experimental or control group. Demographics data (eg, age, sex, diagnosis, risk classifications, and treatment stage) of the eligible participants were collected through the electronic health record at the study site. The TVG was only installed on the smartphones of the experimental group participants’ primary caregivers; they were then taught how to use it. Each participant in the experimental group could play the TVG at any time as needed (eg, no prompts or reminders from the study team were needed). To ensure that the patients in the control group were not receiving the intervention, the TVG web address and log-in account details were only provided by the research team who were, themselves, not able to access the game. Meanwhile, the experimental group caregivers were told, and agreed to, not to share the TVG log-in account details with any other children with ALL during the trial.

The 6-week follow-up evaluation data collection was completed via a web-based instrument following the invasive therapy. To prevent missing records, communication software (eg, Line) was used to remind the participant caregivers every week. All of the intervention group participants received the same TVG (eg, frozen version), and there were no technical problems associated with the TVG during the trial.

**Therapy-Related Anxiety Response Report**

In this study, therapy-related anxiety responses by the children were reported by their family caregivers through a web form that was installed on their mobile phones at enrollment. This form consisted of four items: invasive therapy date, invasive therapies received, face rating scale (FRS) score, and other responses. The second item—invasive therapies conducted—included six activities: buttocks injection, medication administration, IT injection, BMA, PORT puncture, and blood transfusion. The third item—the FRS—included 10 faces with corresponding numbers: a smiling face with mouth open (ie, number 1) indicates not crying at all and a red face with two tears (ie, number 10) indicates severe crying. The fourth item—other responses—allowed family caregivers to note any observations about the participants in a free-text field. When the participant completed any one of six invasive therapies, the family caregiver would help them point out on the FRS the face that expressed their real feelings during that therapy. The average time that the caregivers spent completing the report was less than 5 minutes without any assistance.

**Data Analysis**

All reported data were coded and analyzed using SPSS (version 24; IBM Corp). Frequency and percentage as well as mean and SD were used as descriptive statistics for the demographic data and for FRS results. We compared the age, sex, risk classifications, treatment status, invasive therapies received, and FRS scores of participants in the control and experimental groups; the Fisher exact test and Pearson chi-square tests were used for categorical variables, and the Mann-Whitney U test was used for continuous variables. Significance was defined as P<.05. For the other responses, each report was categorized as positive or negative, which was defined by the research team with consensus. Positive responses were defined as the participants not crying or being just a little nervous at the beginning of the therapy. Negative responses were defined as the participants crying, reacting physically (eg, vomiting), or showing any resistance behaviors (eg, trying to run away).

**Results**

**The Content of the TVG**

Following the MDA framework guideline (Figure 1), the TVG—named Saving the Animals’ Planet—was developed using PHP and MySQL and could be played on the website. With regard to the mechanics components, there were a total of six rules that included one or several data representations and algorithms to support the dynamics of the TVG. The “pause” rule was designed to remind the players to take breaks as needed. The “full,” “happy,” and “energetic” rules were designed to encourage the players to maintain good habits in their real life by eating food, playing with toys, and resting after playing the game. The “task” rule was designed to guide the players in familiarizing themselves with the procedures of the invasive therapies they would receive. The TVG made use of an encouraging voice (eg, “Good job!”) and images (eg, a character setting off fireworks) as positive feedback when the player completed any task. The “money” rule was designed to encourage the players to complete more tasks. Figure 2 shows some screenshots showing the mechanics of the game.
**Figure 1.** The therapeutic video game (TVG) with the MDA framework. BMA: bone marrow aspiration; BT: blood transfusion; IM: intramuscular; IT: intrathecal; IV: intravenous; MDA: Mechanics, Dynamics, and Aesthetics; NTD: New Taiwan Dollar; PORT: port-a-cath catheter system.

### No. | Description of Rules
--- | ---
M0 | • When playing time lasts more than 30 minutes, the TVG prompts the user and goes out of service for 10 minutes.
M1 | • The character’s “full” level (100%) is reduced by 0.0035% per second for 8 hours (eg, 100% divided by 28,800 seconds).  
• When the “full” level is less than 50%, the character shows the facial expression representing “hunger.”  
• The “full” level increases by 30% each time the player clicks on the food icon.
M2 | • The character’s “happy” level (100%) is reduced by 0.0012% per second for 24 hours (eg, 100% divided by 86,400 seconds).  
• When the “happy” level is less than 30%, the character shows the facial expression representing “unhappy.”  
• When the “happy” level is less than 30%, the character shows the facial expression representing “unhappy” and “dirty body.”  
• The “happy” level increases by 50% each time when the player clicks on the toy icon.  
• The “happy” level increases by 40% each time when the player clicks on the bath icon.  
• When the “happy” level is less than 30%, the player can only click on the bath icon.  
• When the “happy” level is more than 30%, the player can click on the food and bath icons.
M3 | • The character’s “energy” level (100%) is reduced by 15% per task played.  
• When the “energy” level is less than 30%, the character shows the facial expression representing “sleepy.”  
• When the “energy” level was less than 15%, the character is shown falling asleep.  
• The character’s “energy” level increases by 0.0056% per second for 5 hours (eg, 100% divided by 18,000 seconds).
M4 | • The TVG randomly assigns a daily task to the player.  
• The task is completed when the player clicks on every step sequentially.  
• There are 6 steps for IT; 5 steps for BMA and PORT puncture; and 3 steps for IV, IM, and BT.
M5 | • The player has 20 NTDs after completing the daily task.  
• The player has 5 NTDs after completing any of the other task.  
• The player pays 80-100 NTDs to buy their preferred wallpaper.  
• The player pays 80-100 NTDs to buy their preferred flooring.
With regard to dynamics, a total of four cartoon characters—rabbit, cat, bear, and dog—were designed, and the player could choose one character as their partner. There were four statuses for each character—full, happy, energetic, and money—to show the outcome resulting from how the player nursed their partner. The statuses were dynamically changed according to the rules of the mechanics. When the character was full of energy, it could perform any of six tasks: IV injection, IM injection, IT injection, BMA, BT, or PORT puncture. Using the BMA task as an example (Figure 3), the player would have the character follow the task rule by preparing and sterilizing the needle insertion area, then covering the sterile area with a sterile drape; inserting the BMA needle; collecting bone marrow; and covering the wound with gauze. After completing the task, the character would be rewarded with virtual coins, with which they could buy wallpaper or flooring from the TVG market to decorate their room.

With regard to aesthetics, a total of eight emotional responses were perceived after playing the TVG: sensation, fellowship, discovery, expression, challenge, narrative, submission, and fantasy (Table 1). The sensation response was the one that provided the most aesthetics features through the anthropomorphic characters, a pleasing melody, a tender voice, and warm color through the TVG interface. The nursery feature was based on the “full,” “happy,” and “energetic” rules to encourage the players to maintain good habits in their real life. The task feature elicited the most emotional responses, as a result of the role rehearsals that took place in the medical scenarios.
Figure 3. Screenshots showing the dynamics of the bone marrow aspiration (BMA) task.

Table 1. The aesthetics of the therapeutic video game.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Aesthetics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Character</td>
<td>Sensation and fellowship</td>
</tr>
<tr>
<td>Nursery</td>
<td>Fellowship, sensation, discovery, and expression</td>
</tr>
<tr>
<td>Task</td>
<td>Discovery, challenge, narrative, sensation, expression, and fellowship</td>
</tr>
<tr>
<td>Market</td>
<td>Sensation, submission, discovery, expression, and fantasy</td>
</tr>
</tbody>
</table>

The Reliability of the TVG

The three children’s art therapists were female, had master’s degrees, and were 27 to 39 years of age. Regarding the TVG, the mean usefulness score was 4.73 (SD 0.45) and the mean trust score was 4.66 (SD 0.51), which indicated that the users trusted the TVG and found it to be useful. The internal consistency (ie, Cronbach’s α) was .98, which indicated adequate reliability among the three therapists [20]. The narrative feedback showed that the TVG was able to (1) provide cute game elements and life simulations when completing the invasive therapy tasks, (2) have patients’ characters show them encouragement when completing the tasks, and (3) provide health education knowledge to patients’ family members.
Randomization and Attrition

Randomization and attrition data were organized according to the CONSORT (Consolidated Standards of Reporting Trials) guidelines (Figure 4) [21]. Out of 21 eligible preschool-aged children with ALL, 2 family caregivers refused to participate in the trial because of concerns regarding their child using electronic products. Another 2 participants lost contact during the trial (e.g., missed their clinic visiting time). An additional family caregiver said her child, who was 4 years and 10 months old, was no longer experiencing anxiety regarding receiving the invasive therapy. The remaining 16 eligible participants were enrolled and randomly allocated to the experimental group (n=8) or the control group (n=8). The recruitment rate was 76% (16/21). However, 1 participant from the experimental group dropped out because the report regarding their anxiety response was not submitted during the 6-week follow-up evaluation. A total of 7 participants remained in the experimental group, and 8 remained in the control group at the 6-week follow-up.

Figure 4. Randomized controlled trial study flowchart. 3C: computer, communication, and consumer electronics; ALL: acute lymphoblastic leukemia.

Participant Demographics

The demographics from the two groups were similar (Table 2). Most children were 5 years old (7/15, 47%), most were male (10/15, 67%), most were classified as having standard risk (11/15, 73%), and the treatment status for most of them was at the continuation stage (10/15, 67%). There were no statistically significant differences between the groups, which shows homogeneity among participants in the experimental and control groups regarding demographic characteristics.
Table 2. Demographic characteristics of the participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Experimental group (n=7), n (%)</th>
<th>Control group (n=8), n (%)</th>
<th>Total participants (N=15), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years</td>
<td></td>
<td></td>
<td></td>
<td>.95^a</td>
</tr>
<tr>
<td>3</td>
<td>3 (43)</td>
<td>2 (25)</td>
<td>5 (33)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0 (0)</td>
<td>3 (38)</td>
<td>3 (20)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4 (57)</td>
<td>3 (38)</td>
<td>7 (47)</td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99^b</td>
</tr>
<tr>
<td>Male</td>
<td>5 (71)</td>
<td>5 (63)</td>
<td>10 (67)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2 (29)</td>
<td>3 (38)</td>
<td>5 (33)</td>
<td></td>
</tr>
<tr>
<td>Risk classification</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99^b</td>
</tr>
<tr>
<td>Standard risk</td>
<td>5 (71)</td>
<td>6 (75)</td>
<td>11 (73)</td>
<td></td>
</tr>
<tr>
<td>High risk</td>
<td>2 (29)</td>
<td>2 (25)</td>
<td>4 (27)</td>
<td></td>
</tr>
<tr>
<td>Treatment status</td>
<td></td>
<td></td>
<td></td>
<td>.94^c</td>
</tr>
<tr>
<td>Induction</td>
<td>2 (29)</td>
<td>1 (13)</td>
<td>3 (20)</td>
<td></td>
</tr>
<tr>
<td>Consolidation</td>
<td>0 (0)</td>
<td>1 (13)</td>
<td>1 (7)</td>
<td></td>
</tr>
<tr>
<td>Reinduction</td>
<td>0 (0)</td>
<td>1 (13)</td>
<td>1 (7)</td>
<td></td>
</tr>
<tr>
<td>Continuation</td>
<td>5 (71)</td>
<td>5 (63)</td>
<td>10 (67)</td>
<td></td>
</tr>
</tbody>
</table>

^aThis P value was based on the Mann-Whitney U test.

^bThis P value was based on the Fisher exact test.

^cThis P value was based on the chi-square test (Kendall τb).

Caregiver-Reported Invasive Therapies

According to the participants’ FRS reports that were recorded by their caregivers when they received invasive therapies (Table 3), the most frequent therapy was IM injection (experimental group: 25/67, 37%; control group: 27/69, 39%; P=.81), and the least frequent was BT (experimental group: 2/67, 3%; control group: 0/69, 0%; P=.29). The total number of times that invasive therapies were received was 67 for the experimental group and 69 for the control group. The Mann-Whitney U test showed no statistical difference between the two groups (P>.05 for all).
### Table 3. Caregiver-reported invasive therapies.

<table>
<thead>
<tr>
<th>Invasive therapy administered</th>
<th>Experimental group (n=7)</th>
<th>Control group (n=8)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Times administered, n (%)</td>
<td>FRS&lt;sup&gt;b&lt;/sup&gt; score, range</td>
<td>FRS score, mean (SD)</td>
</tr>
<tr>
<td>IMF injection (buttocks injection)</td>
<td>25 (37)</td>
<td>1-5</td>
<td>3.5 (1.6)</td>
</tr>
<tr>
<td>PORT&lt;sup&gt;c&lt;/sup&gt; puncture</td>
<td>17 (25)</td>
<td>0-6</td>
<td>2.8 (1.9)</td>
</tr>
<tr>
<td>IV&lt;sup&gt;d&lt;/sup&gt; injection</td>
<td>13 (19)</td>
<td>1-6</td>
<td>1.9 (1.9)</td>
</tr>
<tr>
<td>IT&lt;sup&gt;e&lt;/sup&gt; injection</td>
<td>6 (9)</td>
<td>0-2</td>
<td>2 (0)</td>
</tr>
<tr>
<td>BMA&lt;sup&gt;f&lt;/sup&gt;</td>
<td>4 (6)</td>
<td>0-2</td>
<td>2 (0)</td>
</tr>
<tr>
<td>BT&lt;sup&gt;g&lt;/sup&gt;</td>
<td>2 (3)</td>
<td>0-2</td>
<td>2 (0)</td>
</tr>
<tr>
<td>Total</td>
<td>67 (100)</td>
<td>6-15</td>
<td>9.6 (3.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>This P value was based on the Mann-Whitney U test.
<sup>b</sup>FRS: face rating scale.
<sup>c</sup>IM: intramuscular.
<sup>d</sup>PORT: port-a-cath catheter system.
<sup>e</sup>IV: intravenous.
<sup>f</sup>IT: intrathecal.
<sup>g</sup>BMA: bone marrow aspiration.
<sup>h</sup>BT: blood transfusion.

### Actual TVG Usage in the Experimental Group

During the 6-week follow-up evaluation in the experimental group (n=7), the average number of log-ins was 37.9 (SD 15.30, range 14-62). The average number of invasive therapy tasks completed was 58.2 (SD 59.4, range 9-179). IT injection was the most-completed task (82/408, 20.1%; Table 4). The numbers of TVG log-ins and completed tasks were not significantly correlated to treatment status (r=−0.138, P=.70).

### Table 4. Actual TVG usage in the experimental group (n=7).

<table>
<thead>
<tr>
<th>Item</th>
<th>Log-ins or completed tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
</tr>
<tr>
<td>TVG&lt;sup&gt;a&lt;/sup&gt; log-ins (n=265)</td>
<td>265 (100)</td>
</tr>
<tr>
<td><strong>TVG tasks completed (n=408)</strong></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>408 (100)</td>
</tr>
<tr>
<td>IMF&lt;sup&gt;b&lt;/sup&gt; injection (buttocks injection)</td>
<td>79 (19.4)</td>
</tr>
<tr>
<td>PORT&lt;sup&gt;c&lt;/sup&gt; puncture</td>
<td>51 (12.5)</td>
</tr>
<tr>
<td>IV&lt;sup&gt;d&lt;/sup&gt; injection</td>
<td>66 (16.2)</td>
</tr>
<tr>
<td>IT&lt;sup&gt;e&lt;/sup&gt; injection</td>
<td>82 (20.1)</td>
</tr>
<tr>
<td>BMA&lt;sup&gt;f&lt;/sup&gt;</td>
<td>63 (15.4)</td>
</tr>
<tr>
<td>BT&lt;sup&gt;g&lt;/sup&gt;</td>
<td>67 (16.4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>TVG: therapeutic video game.
<sup>b</sup>IM: intramuscular.
<sup>c</sup>PORT: port-a-cath catheter system.
<sup>d</sup>IV: intravenous.
<sup>e</sup>IT: intrathecal.
<sup>f</sup>BMA: bone marrow aspiration.
<sup>g</sup>BT: blood transfusion.
Primary Outcome: Children’s Anxiety Response Report

According to the participants’ FRS reports, the internal consistency (ie, Cronbach α) of FRS scores was .52, which indicated acceptable reliability [20]. Table 5 shows that the mean FRS score was 6.16 (SD 3.08) among 67 records in the experimental group, and the mean FRS score was 7.45 (SD 2.71) among 69 records in the control group. The Mann-Whitney U test showed a statistically significant difference (P=.04) between the two groups (Table 5). When receiving chemical medication therapy via IV injection, the FRS score in the experimental group (mean 3.62, SD 2.63) was significantly lower than in the control group (mean 5.85, SD 3.08; P=.04). The other five invasive therapies showed no difference between groups. The results regarding other responses showed that the experimental group had slightly more positive responses and fewer negative responses than the control group (Table 5).

Table 5. Children’s anxiety responses according to the FRS reports.

<table>
<thead>
<tr>
<th>Item</th>
<th>Experimental group (n=7)</th>
<th>Control group (n=8)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Records (n=67), n</td>
<td>FRS score, mean (SD)</td>
<td>FRS score, range</td>
</tr>
<tr>
<td>Invasive therapy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>67 (100)</td>
<td>1-10</td>
<td>6.16 (3.31)</td>
</tr>
<tr>
<td>IMb injection (buttocks injection)</td>
<td>25 (37)</td>
<td>1-10</td>
<td>6.44 (2.97)</td>
</tr>
<tr>
<td>PORTc puncture</td>
<td>17 (25)</td>
<td>1-10</td>
<td>6.82 (3.82)</td>
</tr>
<tr>
<td>IVd injection</td>
<td>13 (19)</td>
<td>1-10</td>
<td>3.62 (2.63)</td>
</tr>
<tr>
<td>ITe injection</td>
<td>6 (9)</td>
<td>4-10</td>
<td>7.67 (2.58)</td>
</tr>
<tr>
<td>BMAf</td>
<td>4 (6)</td>
<td>2-10</td>
<td>6.5 (3.69)</td>
</tr>
<tr>
<td>BTg</td>
<td>2 (3)</td>
<td>7-10</td>
<td>8.50 (2.12)</td>
</tr>
<tr>
<td>Other responses i</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>5 (7)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Negative</td>
<td>4 (6)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

aFRS: face rating scale.
bIM: intramuscular.
cPORT: port-a-cath catheter system.
dIV: intravenous.
eIT: intrathecal.
fBMA: bone marrow aspiration.
gBT: blood transfusion.
hN/A: not applicable; there were no control group records for BT therapy, so there were no FRS records for that group, and the P value could not be calculated.
iThe other responses items were not evaluated using the FRS, so no values appear in the related columns.

Discussion

Principal Findings

Our team developed a TVG, which was the first game specifically designed for preschool-aged children with ALL in Taiwan in order to reduce their therapy-related anxiety during their long journey of cancer treatment (Multimedia Appendix 1). Using the MDA framework, each feature of the TVG—character, nursery, tasks, and market—was designed based on the characteristics of preschool-aged children (ie, egocentrism, anthropomorphism, thinking without logic, and lacking conservation) [17]. Next, six mechanics rules (eg, pause, happy, full, energetic, money, and task) supported the dynamics of the characters in the TVG in order to complete all of the therapy-related anxiety reduction scenarios and to achieve eight aesthetics goals: sensation, fellowship, discovery, expression, narrative, submission, challenge, and fantasy (Figure 1).

According to reliability tests among the three certified children’s art therapists, the results showed high agreement regarding the usefulness of the TVG (mean score 4.73, SD 0.45) and participants’ trust in the TVG (mean score 4.66, SD 0.51). Two items of feedback regarding the tasks—providing cute game elements and life simulations as well as encouragement provided by characters—were adopted within the MDA framework before the clinical validation trial. The recommendation to provide health education knowledge to patients’ family members was an important finding; in the future, we should think about how to involve other family members by providing additional benefits, such as this one, to those who adopt the TVG.
During the 6-week follow-up evaluation, the average number of log-ins (mean 37.9, SD 15.30) and completed tasks (mean 58.2, SD 59.4) in the experimental group showed participants’ acceptance and reliability in using TVG; these were not related to treatment status (p=–0.138, P=.70). The results indicated that the participants’ caregivers (eg, parents) trusted the TVG and were willing to allow their children to use it. Meanwhile, the TVG followed the TPOG-ALL 2013 protocol and was able to facilitate all stages of treatment.

Regarding the caregiver-reported children’s anxiety scale, the results showed that participants in the experimental group had a significant improvement in their FRS score (mean 6.16, SD 3.31 vs 7.45, SD 2.71; P=.04) and fewer negative responses (mean 4, SD 6 vs mean 13, SD 19) compared to the control group. This indicated that our TVG was able to reduce therapy-related anxiety.

**Comparison With Prior Work**

According to a previous systematic review, improvement in therapy-related anxiety (Table 5) in our experimental group was consistent with the results of play therapy in reducing anxiety during hospital stays in different countries [22]. It was also similar to a study that found a reduction in preoperative anxiety among children aged 5 to 11 years in Jordan [23]. This may be because the TVG was designed for the preoperational stage of cognitive development of preschool-aged children, according to Piaget [17], which indicated that the participants could use the TVG easily without logical thinking. The content of the TVG also provided simulations of therapies based on real invasive therapies during ALL treatments, and it increased participants’ familiarity with these therapies by allowing them to play the TVG repeatedly.

Although the TVG was able to decrease therapy-related anxiety in children with ALL, there were still some negative concerns on the part of the family caregivers. A total of 3 family caregivers from the group of eligible participants were excluded from this trial; two-thirds of these caregivers (2/3, 67%) prevented their children from using video games. To our knowledge, there is an increasing amount of literature focused on pathological and nonpathological correlates of video game playing, with specific attention directed toward internet gaming disorder [24]. It may be the cause of the lack of trust in the TVG on the part of these family caregivers.

**Limitations**

During the study protocol drafting phase, beginning in 2018, we adopted stratified random sampling and proposed a sample size of 34 in each group, according to the 2015-2016 Taiwan ALL incidence rate within each age and sex strata [3]. However, in Taiwan, the total number of births (ie, 165,000) was lower than the total number of deaths (ie, 173,000) for the first time in 2020 [25]. Therefore, this may have resulted in a lower ALL incidence rate among preschool-aged children during this trial (2018-2020). The statistical power for a sample size of 15 participants was 0.23, which is not adequate according to Cohen [26] and may affect the credibility of this study’s results.

Another limitation is related to the study’s participant blinding procedure. The primary caregivers of the participants knew their assigned group as a result of our informed consent process. To our knowledge, the effects of not blinding the patients’ caregivers, which may have caused self-report bias in the RCT study, were not clear. Therefore, the improvement in therapy-related anxiety after using our TVG was conservatively inferred.

**Conclusions**

The purpose of this study was to investigate therapy-related anxiety responses by preschool-aged children with ALL in Taiwan after using an innovative TVG designed by our team. According to the results, the anxiety of the TVG users decreased after receiving cancer invasive therapies as compared to nonusers of the TVG. This may be because the TVG allows users to experience simulations of these invasive procedures through character role rehearsals. When the subjects received positive feedback after completing these tasks, they may have experienced cognitive and attentional distraction from their negative perceptions (ie, therapy-related anxiety).

**Implications**

The results from this study led to the recommendation to include more cancer-related education in the TVG, such as medication taking, hand hygiene, and toothbrushing, to help preschool-aged children with ALL take better care of themselves. In addition, the TVG could also be applied to the other common cancers (eg, brain tumors or osteosarcomas) in children to help lessen their anxiety during difficult treatments. Health education knowledge could help family members take care of their children who are ill; this could be incorporated into the design of the next TVG.
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Abstract

Background: Impulse control disorders (ICDs) are commonly developed among patients who take dopamine agonist drugs as a treatment for Parkinson disease (PD). Gambling disorder and hypersexuality are more frequent in male patients with PD, with a prevalence over 4% in dopamine agonists users. Although impulsive-compulsive behaviors are related to antiparkinsonian medication, and even though ICD symptomatology, such as hypersexuality, often subsides when the dopaminergic dose is reduced, sometimes ICD persists in spite of drug adjustment. Consequently, a multidisciplinary approach should be considered to address these comorbidities and to explore new forms of complementary interventions, such as serious games or therapies adapted to PD.

Objective: The aim of this study is to present the case of a patient with ICD (ie, hypersexuality) triggered by dopaminergic medication for PD. A combined intervention was carried out using cognitive behavioral therapy (CBT) for ICD adapted to PD, plus an intervention using a serious game—e-Estesia—whose objective is to improve emotion regulation and impulsivity. The aim of the combination of these interventions was to reduce the harm of the disease.

Methods: After 20 CBT sessions, the patient received the e-Estesia intervention over 15 sessions. Repeated measures, before and after the combined intervention, were administered to assess emotion regulation, general psychopathology, and emotional distress and impulsivity.

Results: After the intervention with CBT techniques and e-Estesia, the patient presented fewer difficulties to regulate emotion, less emotional distress, and lower levels of impulsivity in comparison to before the treatment. Moreover, the frequency and severity of the relapses also decreased.
Conclusions: The combined intervention—CBT and a serious game—showed positive results in terms of treatment outcomes.

(JMIR Serious Games 2022;10(3):e33858) doi:10.2196/33858
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Introduction

Background
Parkinson disease (PD) is a neurodegenerative disorder characterized by a set of motor disturbances, such as rigidity, slowness, and tremor [1], mainly caused by the loss of over 70% of the dopaminergic neurons in the substantia nigra. PD also leads to nonmotor symptoms, such as hyposmia, sleep disorders, and constipation; cognitive impairment disorders (eg, mild cognitive impairment and dementia) [2]; emotional disorders (eg, anxiety, 60%; apathy, 60%; and depression, 35%) [3-5]; and behavioral symptoms. In this latter regard, there is growing evidence that patients with PD are at risk of developing one or more of the four major impulse control disorders (ICDs) [6]. The Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition, by the American Psychiatric Association [7] defines ICDs as a category of behavioral disorders characterized by recurrent maladaptive disinhibited behavior despite adverse personal and relationship consequences.

Dopaminergic medications, particularly dopamine agonists, are associated with the development of ICDs and are related to impulsive-compulsive behaviors in patients with PD [6,8]. The reported prevalence is 14%, but the estimated prevalence of each subtype of ICD is quite variable, often as a consequence of the variability in diagnostic criteria and assessment [9]. Other types of impulsive-compulsive behaviors include punding and compulsive use of dopamine replacement therapy, also known as dopamine dysregulation syndrome, whose prevalence might be over 25% among the idiopathic PD population [10].

The main risk factors for impulse control behavior in patients with PD are young age, the use of dopamine agonists, male gender, drug abuse, depression, smoking, genetic factors, impulsive personality, and family history of ICDs [9,11-20]. In patients with PD, the most frequent forms of ICD include gambling disorder (GD), which is also considered a behavioral addiction, but in any case a disorder related to impulsivity; compulsive shopping; hypersexuality; binge eating disorder, considered as an eating disorder in terms of diagnostics, but highly related to impulsivity as well; and other psychiatric complications (eg, depressive symptoms or sleep disorders) [9,21]. Regarding ICD subtypes, female patients tend to suffer more from compulsive shopping, while hypersexuality is more frequent among male patients [16,22], especially in those with an early onset of PD [16]. Hypersexuality is defined as compulsive sexual behavior, consisting of excessive and distressing sexual thoughts that persist for more than 1 month and interfere with social activity and daily routine [15,16]. It includes excessive preoccupation with sexual thoughts, desire for frequent genital stimulation, internet pornography, promiscuity, and telephone sex, among other behaviors [15,23]. It has been stated that its prevalence is over 4% in users of dopamine agonists and almost 2% in patients with PD who do not take dopamine agonists [22].

ICDs are characterized by a failure to resist a temptation, urge, or impulse that may harm oneself or others. Patients compulsively pursue certain reward-based activities and make poorly informed decisions without foreseeing the potential personal and interpersonal consequences that arise from repetitive participation in these activities. Impulsivity is a fundamental factor in ICD [24,25]. It can be understood as a trait consisting of a stable personality characteristic, which is defined as the tendency to perform behaviors without premeditation and having premature responses to stimuli that often produce adverse consequences. The model by Whiteside and Lynam [26] is one of the most accepted theoretical approaches for defining impulsivity as a multifactorial construct. It was originally formed by the following four dimensions, after which a fifth was added [27]: (1) lack of premeditation, involving acting without thinking; (2) lack of perseverance, representing the tendency to not finish tasks; (3) sensation seeking, encompassing behavior tendencies of trying new and exciting activities or sensations; and (4) positive and negative urgency, including the tendency to act rashly in response to extreme negative or positive emotions. This model has been validated across several age samples, such as children, adolescents, and young adults [28], and was the basis for development of the UPPS-P (Urgency, Premeditation, Perseverance, Sensation Seeking, and Positive Urgency) scale [27,29].

On the other hand, the concept of emotion regulation (ER) is closely related to impulsive behaviors and addictive disorders [30-33]. Different studies have found that many addictive behaviors increased during stressful times, such as smoking and unhealthy eating [34-37] or the use and abuse of alcohol to regulate positive and negative moods [38]. Other research has found that impulsive decision-making may be an attempt to change a negative emotional state [39]. This relationship between impulsive behaviors and emotional state has been studied in previous neuroscience research, indicating that both the prefrontal cortex and the amygdala play key roles in ER [40,41], as well as in impulsive behaviors, reasoning, risk-taking, and decision-making [42-46].

Beyond its relationship with impulsivity, ER is the ability to experience and modulate emotions [47]. ER allows people to access functional resources in stressful situations and allows for the use of appropriate coping strategies [48]. Some of the strategies used to regulate emotions are adaptive (eg, reappraisal), whereas others are maladaptive (eg, suppression) [47,49]. Gratza Roemer [50] developed the Difficulties in Emotion Regulation Scale (DERS), based on their own theoretical framework that was divided into six dimensions: nonacceptance, goals or directed behaviors, impulse control,
emotional awareness, regulation strategies, and emotional clarity. This scale has been amply validated in different age groups [51-54] and different ethnic populations [51,52,55].

Treatment Approaches

The treatment of any of the aforementioned ICDs in PD represents a challenge, due to the fact that not only is the quality of life of patients decreased, but also that of their families or caregivers [56]. Even though impulsive-compulsive behaviors are related to antiparkinsonian medication and ICD symptomatology often subsides when the dopaminergic dose is reduced [57], not all patients will decrease their dosage. Consequently, a multidisciplinary approach should be considered to address these comorbidities [58].

Jiménez-Murcia et al [59] published a protocol for the adaptation of cognitive behavioral therapy (CBT) to treat GD in patients suffering from PD. This therapy consists of 16 sessions and includes specific interventions in PD, such as psychoeducation about specific PD conditions (eg, medication checks and possible side effects) and PD’s relationship with GD, as well as strategies to cope and accept a chronic illness.

Another approach that might be explored is the use of new technologies, considering that they have been shown to be a coadjuvant tool in the rehabilitation of patients with PD [60] and to help in the treatment of ICDs [61,62]. Therefore, the use of new technologies to tackle impulsive-compulsive behaviors in PD is likely to have positive responses. Finally, there are several surgical techniques indicated to reduce the side effects of antiparkinsonian medication [63]. However, the selection of the candidates must be done carefully. Neuropsychological and neuropsychiatric factors also constitute important considerations in predicting the operative outcomes [64], but the risks and benefits of the intervention must be taken into account.

A serious game is understood as “a mental contest, played with a computer [and today, with other electronic devices] in accordance with specific rules, that uses entertainment to further government or corporate training, education, health, public policy, and strategic communication objectives” [65]. In the context of mental health, serious games can be used to complement traditional psychotherapy, providing additional tools for therapists, especially in those patients that exhibit resistance to treatment and might be receptive to new technologies [66,67]. Serious games are becoming widespread resources in personalized medicine approaches, which require that treatment be tailored to the specific needs of patients [68].

A number of studies have reported promising results regarding the efficacy of serious games in treating mental health issues [69]. In particular, individuals experiencing ICDs seem to respond well to interventions aided by serious games [61,62]. In these cases, the gameplay and narrative structure are designed to favor the ER of participants, training them to delay their reactions to external and internal stimuli that usually trigger responses in them.

There is growing interest in using serious games in rehabilitation programs for neurological diseases, although to date, the literature is inconclusive and provides contradictory findings about the efficacy of game-based rehabilitation programs for PD [70]. Some studies indicate that patients with PD can benefit from serious games, as they aim at improving their physical health condition, such as their motor skills, via motion-based video games [60,71] or as they aim at helping in their rehabilitation [72]. Serious games are known to increase the rehabilitation dose by augmenting the intensity and repetition of exercises because of their motivational properties and to improve the follow-up of rehabilitation by the patient [73]. However, games conceived to tackle patients’ mental health, in particular their PD-related ICDs, are also essential. Some authors emphasize the importance of the game design and personalization in order to secure better adherence and a more positive treatment outcome [74].

In addition, new therapy using computer-based ER training or serious video games has emerged [75-81]. Tailor-made games that use biosignals to enhance ER have been tested under laboratory conditions. One study reported that individuals increased their emotional awareness and improved their decision-making by refining reward processing through the game’s biofeedback mechanism [82]. Biofeedback can be defined as a technique in which individuals learn to adapt their behaviors based on physiological signals (eg, heart rate variability [HRV]). Thanks to the use of biofeedback, it is possible to connect the emotional reaction to the media display, which helps individuals learn how to regulate their emotions and visually rewards them when doing so appropriately [83]. A great advantage of serious games is that they allow real situations to be recreated in virtual scenarios, while generating a series of cognitive, emotional, and behavioral responses in individuals. This allows for the training of specific skills in a motivating and entertaining way that can be more difficult to achieve with traditional therapies. Self-training via serious games with biofeedback sensors has been shown to reduce general impulsive behaviors and arousal as well as to enhance self-control [61,76]. A serious game called PlayMancer presents these advantages and has shown positive results from training users in relaxation, self-awareness, and self-regulation techniques [79]. Regarding biosignals, HRV responds to autonomic flexibility; therefore, an increased HRV correlates with greater emotional control [84]. Different studies have shown the results of the use of breathing management and biofeedback with measures of HRV to reduce anxiety; reduce psychological stress, as fear of losing control; and make the use of coping strategies more habitual as a form of adaptive ER [85-87].

The aim of this study is to present the case of a patient that suffers from an ICD—hypersexuality—that is triggered by antiparkinsonian medication for PD. As far as we know, this is the first case study of a patient with PD with a comorbid ICD who was treated with a serious game as a complementary tool of CBT.
Methods

Case Description
The patient is a man in his early 30s who was treated at the Gambling Disorder Unit of the Department of Psychiatry at Bellvitge University Hospital, Barcelona, Spain. This is a university hospital belonging to the public health care system and is certified as a highly specialized care center for the treatment of GD and other behavioral addictions. The patient was referred from the Department of Neurology at the Hospital Clinic of Barcelona, Spain.

The patient lives with his parents, both early retirees: the father worked in the audiovisual sector, and the mother worked in a banking institution. The patient has no siblings. He studied vocational training for the position of Higher Technician in Audiovisuals and Shows. He is in a heterosexual relationship of 5 years in length. Regarding recreational activities, he used to go to the cinema and participate in sports (eg, running, football, and the gym) before the PD diagnosis. In general terms, the patient had healthy habits and did not engage in tobacco or alcohol consumption.

Clinical History
At the age of 30 years, the patient went to the outpatient clinic of the Movement Disorders Unit of the Hospital Clinic of Barcelona, having experienced a few months of predominant bradykinesia and rigidity with a mild rest tremor in his left limbs. After clinical assessment, he was diagnosed with early-onset Parkinson disease in October 2016. He started medical treatment, specifically pramipexol, with good response but with rapid tolerance, leading to a dose increase of up to 3.15 mg per day. Due to high functional requirements, levodopa/carbidopa (Sinemet Plus) was added soon after, reaching doses of 100 mg/25 mg of levodopa/carbidopa four times per day. In December 2017, after 1 year of PD evolution, the patient already presented motor fluctuations and dyskinesias as well as hypersexuality, which led to the withdrawal of the dopamine agonist and the introduction of quetiapine. Intestinal infusion of levodopa gel was eventually administered to try and deliver continuous stimulation as a means of reducing dopaminergic stimulation. Due to the lack of control of his ICD, he was referred to our unit. The patient was evaluated by a clinical psychologist using a clinical interview and the Questionnaire for Impulsive-Compulsive Disorders in Parkinson’s Disease; he was then diagnosed with a nonspecified ICD (ie, hypersexuality) in the context of PD.

The patient also reported visiting websites with pornographic content with the purpose of having telephone sex, as well as frequent visits to prostitutes. The frequency of the dysfunctional behavior was daily during the periods of disease activity and only decreased when the parents exercised strict external control. The patient used to run away from home, if the door was left unlocked, and disappear from his parents’ sight when they went for a walk. He even used to jump out of the window of his home—it was a mezzanine—if his parents were not careful enough. In other words, the impact and interference of this behavior on his life and his family members’ lives were severe.

Description of the Intervention
After the assessment, the patient started to receive psychological attention. To date, he has received 20 individual sessions of CBT adapted for cases of PD [59]. Different aspects were incorporated into the patient’s treatment in order to treat his hypersexuality problem, taking into consideration his PD. A mood and mental state scan was carried out during the first and second treatment sessions. In these sessions, the patient received psychoeducation about hypersexuality and the therapeutic process and regarding specific PD conditions (eg, medication checks and possible side effects). In sessions 3 and 4, the objectives were to promote gradual abstinence (ie, stimulus control) and explain the importance of the role of cotherapists (ie, his parents). In sessions 5 and 6, difficulties and obstacles related to the treatment were explored. In addition, social skills training and productive time management (ie, planning of hobbies, role playing, and behavioral experiments) were accomplished. In sessions 7 and 8, alternative behaviors to prevent relapse were generated, and the clinical psychologist explained the relationship between cognitions, emotions, and behaviors to the patient. Moreover, specific risk situations and the development of other impulse control behaviors were analyzed, and a medical evaluation was performed in collaboration with a neurologist. From session 9 to 16, the patient performed cognitive restructuring using daily cognitive self-monitoring. Moreover, stimulus control was minimally reduced throughout these sessions, due to the enormous self-control difficulties presented by the patient. Vulnerability factors and similar aspects of thinking were discussed as well. In these sessions, the patient was trained in positive communication styles and new risk behaviors were explored. In the final therapy sessions, several objectives were established: to prevent relapse and conduct future risk factor analysis, to discuss future difficulties and the relevance of maintaining full abstinence, and to analyze the presence of other impulse control behaviors and learn how to cope with somatic chronic disease. Medical evaluation was carried out in collaboration with a neurologist.

The patient attended all the treatment sessions. He was collaborative and fully participated in the sessions. His parents acted as cotherapists throughout the treatment process. Cotherapist duties included learning about hypersexuality and PD, handling risk situations, and helping the patient with his compliance with the treatment guidelines. Furthermore, his parents directly collaborated in some aspects of the treatment, such as stimulus control, and in supporting the patient to find alternative healthy behaviors, such as new distractions and hobbies.

Although a significant improvement was observed in terms of harm reduction with CBT (ie, fewer behaviors related to seeking sexual stimulation and fewer intense and risky consequences), the relapses were still frequent: the maximum time of abstinence from the behavior was 2 weeks. He also showed high levels of impulsivity and deficits of ER, so a complementary treatment was implemented: intervention with a serious game called e-Estesia. This treatment aimed at improving ER and reducing impulsivity levels through the training of diaphragmatic...
respiration, which might help reduce physiological activation in stressful situations. e-Estesia is a serious game that integrates the biofeedback mechanism, through heart rate and HRV biosignals, and the diaphragmatic breathing technique to induce a state of well-being in the patient. This combination is possible because cardiac fluctuations are conditioned by the respiratory processes of inspiration and expiration. Heart rate increases during inhalation of air and decreases with exhalation, which is known as respiratory sinus arrhythmia [88,89].

The e-Estesia intervention consisted of 15 sessions, each 10 minutes in length. Some questionnaires were administered on the day of the first session: the DERS; the Emotion Regulation Questionnaire (ERQ); the Symptom Checklist-90-Revised (SCL-90-R), which measures general psychopathology; and the UPPS-P scale, which measures impulsivity. These questionnaires were administered at the end of the 15 sessions.

The first session lasted 30 minutes. The patient was taught how to use the device (ie, an Android tablet), how to place the chest band with the biosensor, and how to use the serious game. He was also taught how to breathe (ie, deeply and slowly) in order to interact with the app. The benefits of this relaxation technique were also explained. The following 14 sessions with e-Estesia took place at the patient’s home, without the supervision of any professional. The patient used the device at home once a day, following the instructions given in the first session. He usually played the serious game around noon, a time that coincided with the on-period of the pharmacological medication.

The Serious Game e-Estesia

e-Estesia is a serious game that was developed by our research team at Bellvitge University Hospital. It was inspired by PlayMancer, a previous serious game that emerged during a European project at the same hospital, whose application was very successful [61,76,79,90-92]. The PlayMancer app was tested in a significant sample of patients with diagnoses of GD and eating disorders. This evaluation led to the conclusion that a future serious game should be developed using a similar strategy, but with a simpler configuration. It was also apparent to the research team that the app had to be usable at any time and in any situation, allowing the patients to bring the tablet home to self-administer the intervention as they wish. More information about the description of e-Estesia and the usability results can be found in the paper by Mena-Moreno et al [93].

The serious game e-Estesia is an app that can be used on mobile devices. It consists of a virtual marine landscape that contains a series of animations, from a radiant sun to a tropical storm. The patient must visualize the images while breathing deeply and slowly; the diaphragmatic breathing technique would have been previously taught. A physiological signal that is registered by the app is HRV, which is detected by a biosensor placed at the thoracic level (Figure 1) and is connected through Bluetooth. It allows the patient to interact with the app through the biofeedback technique while he is using the serious game (Figure 2).

Figure 1. Biosensor placed at the thoracic level to record heart rate variability.

Figure 2. Use of the serious game app e-Estesia.
Each session with e-Estesia lasts 10 minutes and is divided into three periods of time. During the first and last 3 minutes, the patient should try to relax while visualizing the landscape and breathe deeply. During the middle 4 minutes, gray clouds and rain appear on the screen, simulating an intense storm; if the patient remains relaxed (ie, low activation level) and breathes deeply (ie, diaphragmatic breathing), these clouds will dissipate, which is the reward element (ie, reinforcement of the behavior to be implemented). However, if the patient stops breathing deeply and the situation agitates him or her, the storm will increase in intensity (ie, a signal that the behavior is not appropriate), the rain will be heavier, and the sound of falling water will increase. These 4 minutes allow patients to be trained to face stressful or emotionally negative situations using breathing as a complementary therapeutic strategy. These techniques are the ones learned during their standard treatment (Figure 3).

Figure 3. Animation sequence of the serious game app e-Estesia.

The patient plays an active role throughout the session with e-Estesia. He or she must manage their breathing (ie, breathing deeply and slowly), and the app reports feedback through the animations that appear on the tablet screen. The patient is in continuous interaction with the serious game, receiving information about whether or not he or she is performing the task adequately, reinforcing learning, while at the same time modifying his or her behavior and physiological responses to achieve the marked objective.

Ethics Approval
This study was conducted according to the guidelines of the Declaration of Helsinki of 1975 (revised in 2013) and was approved by the Research Ethics Committee of the Bellvitge University Hospital (reference No. PR208/22). Signed informed consent was obtained from the patient involved in the study. Since the patient was of legal age, it was not necessary for his parents to sign the consent form, although they were also informed verbally about the study by the group’s principal investigator. Both the patient and his parents accepted, and the patient himself signed the informed consent document.

Results

Physiological Activity Registered in e-Estesia

Figure 4 shows the results of the heart rate and HRV measurements during 15 days of using e-Estesia. These physiological measures show two clearly different periods throughout the treatment with this system: the first half versus the second half of the treatment period. The first period included the first 7 days of practice, while the second period comprised the last 8 days. When comparing the two periods, we found that the mean heart rate decreased from the first period (92 bpm) to the second period (86.38 bpm). Regarding HRV, we also found changes between these two periods. During the first half of the treatment period (mean HRV 38.86 ms), the patient displayed lower HRV than in the second period (mean HRV 41.38 ms).

Figure 4. Mean heart rate and heart rate variability over 15 days of using the serious game app e-Estesia.
Psychopathological and Clinical Indices

Figure 5 shows the pre- to posttreatment changes in the psychometric scales of the study measuring the dysregulation of emotional state, psychopathology, and impulsivity levels. Decreasing standardized t scores from pre- to posttreatment were observed for the DERS: the highest change was observed for impulse control (17 points, from t=73 to t=56) and the lowest change was observed for emotional awareness (2 points, from t=59 to t=57). All the standardized t scores for the DERS at posttreatment were in the normal range (t<60) [94]. Increasing standardized t scores were observed from pre- to posttreatment for both strategies measured using the ERQ: reappraisal (20 points, from t=41 to t=61) and suppression (3 points, from t=64 to t=67).

Figure 5. Pre- and posttest changes in the psychometric measures. DERS: Difficulties in Emotion Regulation Scale; ERQ: Emotion Regulation Questionnaire; GSI: gait symmetry index; Obs. compuls.: obsessive compulsion; premeditat.: premeditation; SCL-90-R: Symptom Checklist-90-Revised; UPPS-P: Urgency, Premeditation, Perseverance, Sensation Seeking, and Positive Urgency.

Discussion

Principal Findings

As far as we know, this is the first case study of a patient with PD with a comorbid ICD treated with a serious game as a complementary tool to CBT. e-Estesia was employed with partial but clinically significant success, with amelioration of the symptoms related to ER and impulsivity. A significant improvement in harm reduction had already been observed with CBT (ie, fewer behaviors related to seeking sexual stimulation, with less intensity and fewer risky consequences).

After the intervention with e-Estesia, as expected, the patient presented a change in the collected psychophysiological measures (ie, heart rate and HRV). Regarding psychophysiological variables, a decrease in heart rate response was seen during the last sessions in comparison with the first ones. Regarding cardiac activity, HRV was found to be higher at the end of the e-Estesia treatment in comparison with the first
part of treatment. HRV is a measure that responds to autonomic flexibility and, therefore, an increased HRV correlates with greater emotional control [84]. Previous studies have shown that cardiac activity can be modulated by respiratory training using biofeedback applications [96-98]. Diaphragmatic breathing increases the vagal tone, activating the relaxation response of the parasympathetic nervous system [99]. Hence, the diminished heart rate response after the intervention could point toward an attenuated emotional response due to the treatment with e-Estesia. Similarly, the increase in HRV could be related to the skills learned by the patient when using e-Estesia, which probably improved ER processes. Both variables support the idea of a more adaptive affective response, probably related to better ER processes. Therefore, the treatment with e-Estesia may have produced a diminished emotional response to negative events as well as better affect regulation skills.

The results from the psychophysiological measures correspond to the changes at the clinical level collected by the psychometric measures. After the intervention with e-Estesia, an improvement was observed in general psychopathology, such as better ER and lower scores in some of the impulsivity scales.

Decreased standardized t scores for the DERS and the higher use of reappraisal strategies as observed by the ERQ indicated a better ER after the intervention with e-Estesia [49,50]. Reappraisal is a strategy that results in positive emotional and physical responses to emotion-eliciting stimuli, whereas various forms of suppression and avoidance have been implicated in psychopathology [47,49].

After the intervention with the serious game, the patient showed fewer difficulties in ER [50,94]. The impulse control subscale showed the greatest change, reflecting fewer difficulties in controlling impulses and behaviors in the presence of negative emotions. Also, a notable difference in the directed behaviors scale was also observed after the intervention with e-Estesia, indicating fewer difficulties in adopting goal-oriented behaviors and performing a task in the presence of negative emotions [50].

According to the impulsivity measures, there was a decrease in the scores for the positive and negative urgency UPPS-P subscales, which represent emotion-related aspects of impulsivity, with the negative urgency subscale score being even higher. These personality traits are defined as the tendency to act rashly when experiencing extreme emotional states [26,27,100], for which it is possible to hypothesize that this result might be associated with the improvements in ER observed after the intervention; as it has been mentioned in the literature, important associations between impulsivity and ER have been found in addictive disorders [30-33]. Therefore, the use of e-Estesia could be of benefit in the reduction of impulsivity reactions through the training of self-ER. As previous studies have shown, improvements in ER have a positive impact on the reduction of the performance of characteristic impulsive behaviors in other ICDs [101,102].

Another important improvement was found in the lack of perseverance UPPS-P subscale. Lack of perseverance is related to poor concentration on boring or difficult tasks [26,27], and it has been found in patients with PD who have ICD [103]. This result is in concordance with the literature, indicating that the use of serious games could be of benefit to increase attention in order to develop abilities and competencies [104,105]. Therefore, the use of e-Estesia could not only improve ER or impulsivity but other neurocognitive processes as well, such as attention and learning, which seem to be disturbed in PD. However, the level of sensation seeking continues increasing despite the treatment. This result could be related to the typical course of the disease. Higher levels of this impulsivity dimension have been found in patients with PD who have ICD [103,106,107].

Clinical symptoms measured with the SCL-90-R also showed a significant overall reduction, indicating a better psychopathic state and lower distress level at the end of the treatment [108].

Due to the severity and complexity of the case, absolute abstinence was not achieved—although, it was not the goal of the therapy—but the combined intervention (ie, CBT plus the serious game) resulted in a significant improvement in harm reduction, impulsivity, ER, and mood. It also increased the awareness and self-control of the problem behavior. In addition, the impact of this behavior on the patient’s life and environment was reduced.

Limitations
Although the use of e-Estesia has been effective, due to the complexity involved in dealing with this type of comorbid problem, it is difficult to attribute the success of the intervention to the serious game only, since other factors, such as the effect of the medication, may have come into play regarding the therapeutic outcome.

Conclusions
In the clinical case presented, different interventions from a multidisciplinary perspective were carried out in order to treat ICD (ie, hypersexuality) triggered by dopaminergic medication for PD. The result of the different interventions has been positive: a combination of a manualized CBT approach plus an intervention with a serious game (e-Estesia).

Due to the different symptoms developed in this type of patient, in which the lack of impulse control itself is encouraged by the treatment (ie, usually dopaminergic medications) [6,8,9,109] for the first medical condition (ie, PD), the need arises to apply a multidisciplinary perspective. Although impulsive-compulsive behaviors are related to antiparkinsonian medication, even though ICD symptomatology often subsides when the dopaminergic dose is reduced [57], not all patients could decrease the dosage. Hence, there is a need to apply a multidisciplinary approach to address these comorbidities [58].

In this regard, the implications of this first approximation of the use of a serious game as a coadjuvant tool in the treatment of patients with PD who have ICD are important, since positive results were found regarding the reduction of impulsivity and improvements in ER. This first approximation highlights the importance of developing multidisciplinary interventions for the treatment of complex conditions, such as comorbid PD and ICD.
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Abstract

Background: Human cognitive processing speed is known to decline with age. Human cognitive processing speed refers to the time that an individual takes from receiving a stimulus to reacting to it. Serious games, which are video games used for training and educational purposes, have the potential to improve processing speed. Numerous systematic reviews have summarized the evidence regarding the effectiveness of serious games in improving processing speed, but they are undermined by some limitations.

Objective: This study aimed to examine the effectiveness of serious games on the cognitive processing speed of an older adult population living with cognitive impairment.

Methods: A systematic review of randomized controlled trials (RCTs) was conducted. Two search sources were used in this review: 8 electronic databases and backward and forward reference list checking. A total of 2 reviewers independently checked the eligibility of the studies, extracted data from the included studies, and appraised the risk of bias and quality of the evidence. Evidence from the included studies was synthesized using a narrative and statistical approach (ie, meta-analysis), as appropriate.

Results: Of the 548 publications identified, 16 (2.9%) RCTs eventually met all eligibility criteria. Very-low-quality evidence from 50% (8/16) and 38% (6/16) of the RCTs showed no statistically significant effect of serious games on processing speed compared with no or passive intervention groups ($P=.77$) and conventional exercises ($P=.58$), respectively. A subgroup analysis showed that both types of serious games (cognitive training games: $P=.26$; exergames: $P=.88$) were as effective as conventional exercises in improving processing speed.

Conclusions: There is no superiority of serious games over no or passive interventions and conventional exercises in improving processing speed among older adults with cognitive impairment. However, our findings remain inconclusive because of the low quality of the evidence, the small sample size in most of the included studies, and the paucity of studies included in the meta-analyses. Therefore, until more robust evidence is published, serious games should be offered or used as an adjunct to existing interventions. Further trials should be undertaken to investigate the effect of serious games that specifically target processing speed rather than cognitive speed in general.

Trial Registration: PROSPERO CRD42022301667; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=301667
Several studies have explored the therapeutic impact of serious games used for improving cognitive abilities (video games that require physical exercise as part of playing) and cognitive training games (video games that include cognitively stimulating activities designed to maintain or promote the users’ cognitive abilities).

**Methods**

To conduct this systematic review, we followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines (Multimedia Appendix 1) [25]. The protocol for this review is registered at PROSPERO (ID: CRD42022301667).

**Search Strategy**

**Search Sources**

The first author searched the following databases on November 10, 2021: MEDLINE (via Ovid), PsycINFO (via Ovid), Embase (via Ovid), CINAHL (via EBSCO), IEEE Xplore, ACM Digital Library, Scopus, and Google Scholar. Only the first 10 pages (ie, 100 hits) were considered as the databases return a large number of studies automatically ordered according to relevance [26]. Finally, backward reference list checking (ie, screening the reference lists of the included studies and relevant reviews) and forward reference list checking (ie, screening the studies that cited the included studies) were conducted.

**Search Terms**

The search query was developed in consultation with 2 experts in digital mental health. It included terms related to the target population (eg, cognitive disorder), target intervention (eg, serious games), and targeted study design (eg, RCTs).
Multimedia Appendix 2 summarizes the search query that was used for each of the 8 databases.

**Study Eligibility Criteria**

Only RCTs that evaluated the effectiveness of serious games in improving processing speed among older adults with cognitive impairment were included in this study. To be more precise, we considered studies that included serious games available on any digital platform, such as PCs, video game consoles (eg, Xbox and PlayStation), mobile phones, tablets, handheld devices, Nintendo, or any other type of digital device. The game had to be the major component of the intervention and used solely for therapeutic purposes. Studies involving serious games in combination with other interventions were included if the control group underwent the same adjacent intervention. Games that were not based on digital technology (eg, paper-and-pencil games and board games) or that were used for monitoring, screening, diagnosis, or research were excluded.

The study population was older adults (aged ≥60 years) with any type of cognitive impairment or disorder as confirmed by checking the inclusion criteria or baseline scores against defined diagnostic criteria (eg, Mini-Mental State Examination). Older adults without cognitive impairment, health care providers, and caregivers were beyond the scope of this review. No restrictions were applied regarding gender or ethnicity.

The outcome of interest in this review was cognitive processing speed. No restrictions were applied regarding the outcome measures. This review did not consider studies that focused only on cost-effectiveness, acceptance, feasibility, satisfaction, or cognitive abilities other than processing speed. The focus of this review was on postintervention data (ie, outcome data collected just after the intervention) rather than follow-up data (ie, outcome data collected a period after the intervention).

All types of RCTs (ie, parallel, cluster, crossover, and factorial) were considered in this review, whereas pilot RCTs, quasi-experiments, observational studies, and reviews were excluded. We included journal articles, conference proceedings, and dissertations, whereas abstracts, conference posters, commentaries, proposals, and editorials were excluded. This review was restricted to only studies written in the English language and published since 2010. We did not apply restrictions on the country of publication, comparator, or study settings.

**Study Selection**

We identified relevant studies by using the following process. First, all the retrieved studies were imported into EndNote (Clarivate Analytics) to find duplicate publications and remove them. Second, the titles and abstracts of all the retrieved studies were checked by 2 reviewers working independently (the first and second authors). Finally, both reviewers independently read the complete texts of the studies included in the previous step. Any disagreements were resolved via discussion. Steps 2 and 3 had an intrarater agreement (Cohen k) of 0.88 and 0.96, respectively.

**Data Extraction**

Before extracting the data, we pilot-tested the data extraction form with 2 of the included studies. Microsoft Excel was used by 2 reviewers (the first and second authors) to independently extract data from the included studies. Any disputes in the extracted data between the reviewers were resolved through discussion. The first and corresponding authors of the included studies were contacted to retrieve outcome data (eg, mean, SD, and sample size) if they were missing from the published articles. The data extraction form is provided in Multimedia Appendix 3.

**Risk of Bias Appraisal**

Two reviewers (the first and second authors) independently examined the risk of bias in the included studies using the Risk of Bias 2 tool [27]. This tool evaluates the risk of bias in 5 areas of RCTs: randomization process, deviations from intended interventions, missing outcome data, measurement of the outcome, and selection of the results [27]. The reviewers held discussions to resolve any disagreements, and the interrater agreement was 0.85.

**Data Synthesis**

Narrative and statistical methods were used to summarize the collected data. In our narrative synthesis, we used text and tables to describe the characteristics of the included studies (study metadata, population, interventions, comparisons, and outcome measures). The results of the experiments were compiled and classified according to the comparator: no or passive interventions, conventional exercises, and other serious games. When 2 or more studies from the same comparator submitted sufficient data (ie, mean, SD, and number of participants in each intervention group), meta-analyses were performed using Review Manager (RevMan 5.4; The Cochrane Collaboration). As the type of data for the outcome of interest (processing speed) was continuous and the instruments used to evaluate the outcome varied across the included trials, the standardized mean difference (SMD; Cohen d) was used to estimate the overall effect of each study. We also chose the random effects model for the analysis because of the high clinical heterogeneity among the meta-analyzed trials in terms of serious game characteristics (eg, type, duration, frequency, and period), population characteristics (eg, sample size, mean age, and health condition), and outcome measures (ie, tools and follow-up period).

To assess the degree and statistical significance of heterogeneity in the meta-analyzed studies, we calculated $I^2$ and a chi-square $P$ value, respectively. A chi-square $P$ value of ≤.05 indicated heterogeneous meta-analyzed studies [28]. When $I^2$ ranged from 0% to 40%, 30% to 60%, 50% to 90%, and 75% to 100%, the degree of heterogeneity was considered as insignificant, moderate, substantial, or considerable, respectively [28]. We used the GRADE approach [29] to appraise the overall quality of the evidence resulting from the meta-analyses. The GRADE approach examines the quality of evidence based on 5 domains: risk of bias, inconsistency (ie, heterogeneity), indirectness, imprecision, and publication bias [29]. The quality of the meta-analyzed evidence was independently assessed by 2 reviewers (the first and second authors). Any differences between the reviewers were resolved via discussion, and the interrater agreement of the reviewers was 0.94 [30].
Results

Search Results
As shown in Figure 1, a total of 548 records were found after searching 8 electronic databases. Using the EndNote software, of the 548 records, 98 (17.9%) duplicates were removed. Checking the titles and abstracts of the remaining records resulted in the exclusion of 63.1% (346/548) for several reasons shown in Figure 1. Reading the full text of the remaining 104 publications resulted in the exclusion of 88 (84.6%) studies (Figure 1). This review included 16 RCTs in total [31-46]. Of these 16 RCTs, 13 (81%) were included in the meta-analyses [31-43].

Figure 1. Flowchart of the study selection process.

Characteristics of the Included Studies
The included studies were published between 2012 and 2021 and came from 11 different countries (Table 1). Except for a book chapter, all the included papers (15/16, 94%) were peer-reviewed articles. Parallel RCTs were the most common type of trial used in the included studies (14/16, 88%). The sample sizes of the included studies ranged from 20 to 195, with an average of 79.9. The average age of the participants was reported in 94% (15/16) of the studies and varied between 66 and 82.9 years, with an average of 75 years. Male participants in 94% (15/16) of the studies ranged from 23.5% to 71%, with an average of 47.5%. The mean Mini-Mental State Examination score of the participants was reported in 88% (14/16) of the studies and ranged from 18.6 to 28.1, with an average of 24.4. The most common disorder among the participants in the included studies was MCI (11/16, 69%). Participants were drawn from clinical (10/16, 62%), community (4/16, 25%), and clinical and community (2/16, 12%) settings.
Table 1. Characteristics of the studies and populations (N=16).

<table>
<thead>
<tr>
<th>Study, year</th>
<th>Country</th>
<th>Publication type</th>
<th>RCTa type</th>
<th>Sample size</th>
<th>Age, mean (SD)</th>
<th>Male participants, n (%)</th>
<th>MMSEb score</th>
<th>Health condition</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finn and McDonald [31], 2015</td>
<td>Australia</td>
<td>Journal article</td>
<td>Parallel</td>
<td>31</td>
<td>75.6</td>
<td>22 (71)</td>
<td>28.1</td>
<td>MCIc</td>
<td>Clinical</td>
</tr>
<tr>
<td>Robert et al [32], 2020</td>
<td>France</td>
<td>Journal article</td>
<td>Parallel</td>
<td>46</td>
<td>79.4</td>
<td>22 (47.8)</td>
<td>21.4</td>
<td>Neurocognitive disorders</td>
<td>Clinical</td>
</tr>
<tr>
<td>Savulich et al [33], 2017</td>
<td>United Kingdom</td>
<td>Journal article</td>
<td>Parallel</td>
<td>42</td>
<td>76.1</td>
<td>25 (59.5)</td>
<td>26.7</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Valdes et al [34], 2012</td>
<td>United States</td>
<td>Journal article</td>
<td>Parallel</td>
<td>195</td>
<td>77.7</td>
<td>65 (33.3)</td>
<td>NRd</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Yang and Kwak [35], 2017</td>
<td>South Korea</td>
<td>Journal article</td>
<td>Parallel</td>
<td>20</td>
<td>71</td>
<td>14 (70)</td>
<td>23.1</td>
<td>ADe</td>
<td>Clinical</td>
</tr>
<tr>
<td>Thapa et al [36], 2020</td>
<td>South Korea</td>
<td>Journal article</td>
<td>Parallel</td>
<td>68</td>
<td>72.7</td>
<td>16 (23.5)</td>
<td>26.2</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Tarnanas et al [37], 2014</td>
<td>Greece</td>
<td>Book chapter</td>
<td>Parallel</td>
<td>114</td>
<td>70.3</td>
<td>44 (39)</td>
<td>26.4</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Fiatarone Singh et al [38], 2014</td>
<td>Australia</td>
<td>Journal article</td>
<td>Factorial</td>
<td>100</td>
<td>70.1</td>
<td>32 (32)</td>
<td>27</td>
<td>MCI</td>
<td>Community</td>
</tr>
<tr>
<td>Amjad et al [39], 2019</td>
<td>Pakistan</td>
<td>Journal article</td>
<td>Parallel</td>
<td>44</td>
<td>NR</td>
<td>NR</td>
<td>24</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Wiloth et al [40], 2017</td>
<td>Germany</td>
<td>Journal article</td>
<td>Parallel</td>
<td>99</td>
<td>82.9</td>
<td>28 (28.3)</td>
<td>22</td>
<td>Dementia</td>
<td>Clinical and community</td>
</tr>
<tr>
<td>Van Santen et al [41], 2020</td>
<td>Netherlands</td>
<td>Journal article</td>
<td>Cluster</td>
<td>112</td>
<td>79</td>
<td>60 (53.5)</td>
<td>18.6</td>
<td>Dementia</td>
<td>Clinical</td>
</tr>
<tr>
<td>Karssemeijer et al [42], 2019</td>
<td>Netherlands</td>
<td>Journal article</td>
<td>Parallel</td>
<td>115</td>
<td>79.9</td>
<td>62 (53.9)</td>
<td>22.4</td>
<td>Dementia</td>
<td>Clinical and community</td>
</tr>
<tr>
<td>Liao et al [43], 2021</td>
<td>Taiwan</td>
<td>Journal article</td>
<td>Parallel</td>
<td>61</td>
<td>81.5</td>
<td>20 (32.6)</td>
<td>22.9</td>
<td>MCI</td>
<td>Community</td>
</tr>
<tr>
<td>Flak et al [44], 2019</td>
<td>Norway</td>
<td>Journal article</td>
<td>Parallel</td>
<td>85</td>
<td>66</td>
<td>57 (66.7)</td>
<td>NR</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Hyer et al [45], 2016</td>
<td>United States</td>
<td>Journal article</td>
<td>Parallel</td>
<td>68</td>
<td>75.2</td>
<td>32 (47.1)</td>
<td>26</td>
<td>MCI</td>
<td>Community</td>
</tr>
<tr>
<td>Park and Park [46], 2017</td>
<td>South Korea</td>
<td>Journal article</td>
<td>Parallel</td>
<td>78</td>
<td>67.3</td>
<td>42 (53.8)</td>
<td>26.5</td>
<td>MCI</td>
<td>Community</td>
</tr>
</tbody>
</table>

aRCT: randomized controlled trial.
bMMSE: Mini-Mental State Examination.
cMCI: mild cognitive impairment.
dNR: not reported.
eAD: Alzheimer disease.

We identified 16 distinct serious games used in the studies (Table 2). More than one game was used in 6% (1/16) of the studies. The serious games in the trials were divided into 2 categories based on the treatment modality they provided: cognitive training games (12/16, 75%) and exergames (4/16, 25%). In 88% (14/16) of the studies, the games were designed with a “serious” objective from the start (designed serious games). By contrast, games in the remaining 12% (2/16) of the studies were not planned as serious games from the start but were instead used for a serious purpose (purpose-shifted games). Serious games were played under the supervision of health care providers or caregivers in most studies (11/16, 69%). The game duration in the included studies ranged from 25 to 100 minutes. The frequency of playing the games ranged from 2 to 7 times per week, but it was <4 times per week in approximately two-thirds of the studies (11/16, 69%). The duration of the interventions ranged from 4 to 25 weeks, but it was <13 weeks in three-fourths of the studies (13/16, 81%).
Table 2. Characteristics of the interventions (N=16).

<table>
<thead>
<tr>
<th>Study</th>
<th>Serious game name</th>
<th>Serious game type</th>
<th>Serious game genre</th>
<th>Platform</th>
<th>Supervision</th>
<th>Duration (minutes)</th>
<th>Frequency (times per week)</th>
<th>Period (weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finn and McDonald [31]</td>
<td>E-Prime</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Supervised</td>
<td>NR</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Savulich et al [33]</td>
<td>Game Show</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>Tablet</td>
<td>Supervised</td>
<td>60</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Valdes et al [34]</td>
<td>SOPT</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Supervised</td>
<td>60</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Yang and Kwak [35]</td>
<td>Brain-Care</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Unsupervised</td>
<td>60</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>Thapa et al [36]</td>
<td>Juice Making, Crow Shooting, Love House, and Fireworks</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>VR b headset and hand controllers</td>
<td>Supervised</td>
<td>100</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>Tarnanas et al [37]</td>
<td>Virtual Reality Museum</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>VR headset</td>
<td>Supervised</td>
<td>90</td>
<td>2</td>
<td>21</td>
</tr>
<tr>
<td>Fiararone Singh et al [38]</td>
<td>COGPACK</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Supervised</td>
<td>75</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>Amjad et al [39]</td>
<td>Body and Brain Exercises</td>
<td>Purpose-shifted</td>
<td>Xbox console and Kinect</td>
<td>Supervised</td>
<td>25 to 30</td>
<td>5</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Wiloth et al [40]</td>
<td>Physiomat</td>
<td>Exergame</td>
<td>Designed</td>
<td>Balance broad and screen</td>
<td>Supervised</td>
<td>90</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Van Santen et al [41]</td>
<td>NR</td>
<td>Exergame</td>
<td>Designed</td>
<td>Stationary bicycle and screen</td>
<td>Unsupervised</td>
<td>NR</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>Karssemeijer et al [42]</td>
<td>NR</td>
<td>Exergame</td>
<td>Purpose-shifted</td>
<td>Stationary bicycle and screen</td>
<td>Supervised</td>
<td>30 to 50</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>Liao et al [43]</td>
<td>Tano and Long-Good</td>
<td>Exergame</td>
<td>Designed</td>
<td>Kinect and VR headset</td>
<td>Supervised</td>
<td>60</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>Flak et al [44]</td>
<td>Cogmed</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Unsupervised</td>
<td>30 to 40</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Hyer et al [45]</td>
<td>Cogmed</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Both</td>
<td>40</td>
<td>7</td>
<td>5 to 7</td>
</tr>
<tr>
<td>Park and Park [46]</td>
<td>CoTras</td>
<td>Cognitive training game</td>
<td>Designed</td>
<td>PC</td>
<td>Supervised</td>
<td>30</td>
<td>3</td>
<td>10</td>
</tr>
</tbody>
</table>

aNR: not reported.  
bVR: virtual reality.

Half of the studies (8/16, 50%) delivered no or passive interventions to the comparison groups (eg, reading newspaper articles, surfing the internet, or watching a documentary program), whereas these groups received active interventions (eg, conventional exercises and other serious games) in 62% (10/16) of the studies (Table 3). A total of 12% (2/16) of the studies delivered both active and passive interventions as comparators. The active interventions had a duration ranging from 25 to 100 minutes. The active interventions were performed once to 7 times per week. The active comparator duration ranged from 5 to 25 weeks. The outcome of interest (ie, processing speed) was assessed using 11 different tools, with the Trail Making Test A being a frequently used tool in the included studies (7/16, 44%). The outcome of interest was measured after the intervention in all the included studies (16/16, 100%). In total, 44% (7/16) of the studies followed the participants after the interventions, and the follow-up period varied between 4 and 261 weeks. The number of participants who dropped out of the included studies ranged from 0 to 28.
Table 3. Characteristics of the comparators and outcomes (N=16).

<table>
<thead>
<tr>
<th>Study</th>
<th>Comparator</th>
<th>Duration (minutes)</th>
<th>Frequency (times per week)</th>
<th>Period (weeks)</th>
<th>Outcome measures</th>
<th>Follow-up</th>
<th>Attritions, N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finn and McDonal [31]</td>
<td>Control</td>
<td>N/A (^a)</td>
<td>N/A</td>
<td>N/A</td>
<td>D-KEFS-NS(^b)</td>
<td>After the intervention</td>
<td>7</td>
</tr>
<tr>
<td>Robert et al [32]</td>
<td>Control</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>TMT-A(^c), SCWT(^d), and WAIS-R-Dsy(^e)</td>
<td>After the intervention; 12-week follow-up</td>
<td>NR (^f)</td>
</tr>
<tr>
<td>Savulich et al [33]</td>
<td>Control</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>CANTAB-CRT(^g)</td>
<td>After the intervention</td>
<td>0</td>
</tr>
<tr>
<td>Valdes et al [34]</td>
<td>Control</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>UFOV(^h)</td>
<td>After the intervention; 52-, 104-, 156-, and 261-week follow-up</td>
<td>NR</td>
</tr>
<tr>
<td>Yang and Kwak [35]</td>
<td>Control</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>GnG(^i) and SCWT</td>
<td>After the intervention</td>
<td>0</td>
</tr>
<tr>
<td>Thapa et al [36]</td>
<td>Control</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>TMT-A and SDST(^j)</td>
<td>After the intervention</td>
<td>2</td>
</tr>
<tr>
<td>Tarnanas et al [37]</td>
<td>Control and conventional cognitive activities</td>
<td>90</td>
<td>2</td>
<td>21</td>
<td>SCWT</td>
<td>After the intervention</td>
<td>9</td>
</tr>
<tr>
<td>Fiatarone Singh et al [38]</td>
<td>Control, conventional exercises+sham cognitive training, and serious games+conventional exercises</td>
<td>25 to 30</td>
<td>5</td>
<td>6</td>
<td>TMT-A</td>
<td>After the intervention</td>
<td>6</td>
</tr>
<tr>
<td>Amjad et al [39]</td>
<td>Conventional exercises</td>
<td>60</td>
<td>2</td>
<td>10</td>
<td>TMT-A</td>
<td>After the intervention; 12-week follow-up</td>
<td>26</td>
</tr>
<tr>
<td>Wiloth et al [40]</td>
<td>Conventional exercises</td>
<td>25 to 30</td>
<td>5</td>
<td>7</td>
<td>SCWT</td>
<td>After the intervention</td>
<td>15</td>
</tr>
<tr>
<td>Van Santen et al [41]</td>
<td>Conventional exercises</td>
<td>N/A</td>
<td>5</td>
<td>25</td>
<td>TMT-A</td>
<td>Midintervention and after the intervention</td>
<td>28</td>
</tr>
<tr>
<td>Karssemeijer et al [42]</td>
<td>Conventional exercises (aerobic exercises); conventional exercises (relaxation and flexibility exercises)</td>
<td>30 to 50</td>
<td>3</td>
<td>12</td>
<td>TMT-A and SCWT</td>
<td>Midintervention and after the intervention</td>
<td>23</td>
</tr>
<tr>
<td>Liao et al [43]</td>
<td>Conventional exercises</td>
<td>60</td>
<td>3</td>
<td>12</td>
<td>SCWT</td>
<td>After the intervention</td>
<td>17</td>
</tr>
<tr>
<td>Flak et al [44]</td>
<td>Nonadaptive serious game</td>
<td>30 to 40</td>
<td>5</td>
<td>5</td>
<td>D-KEFS-CWIT(^l) and D-KEFS-CWIT2(^m)</td>
<td>After the intervention; 4- and 16-week follow-up</td>
<td>9</td>
</tr>
<tr>
<td>Hyer et al [45]</td>
<td>Nonadaptive serious game</td>
<td>40</td>
<td>7</td>
<td>5 to 7</td>
<td>TMT-A</td>
<td>After the intervention; 12-week follow-up</td>
<td>0</td>
</tr>
<tr>
<td>Park and Park [46]</td>
<td>Exergames</td>
<td>30</td>
<td>3</td>
<td>10</td>
<td>SCWT</td>
<td>After the intervention</td>
<td>0</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.
\(^b\)D-KEFS-NS: Delis-Kaplan Executive Function System Test Battery-Number Sequencing.
\(^c\)TMT-A: Trail Making Test A.
\(^d\)SCWT: Stroop Color and Word Test.
\(^e\)WAIS-R-Dsy: Wechsler Adult Intelligence Scale-Revised-Digit Symbol.
Results of Risk of Bias Appraisal

As shown in Figure 2, a total of 31% (5/16) of the studies were judged to have a low risk of bias in the “randomization process” domain. With regard to the “deviations from the intended interventions” domain, there was a low risk of bias in 75% (12/16) of the studies. The risk of bias because of missing outcome data was low in 81% (13/16) of the studies. All the included studies (16/16, 100%) were judged to have a low risk of bias in the “measuring the outcome” domain. In half of the included studies (8/16, 50%), the risk of bias was rated as low in the “selection of the reported results” domain. According to these judgments, only 19% (3/16) of the studies were judged to have a low risk of bias in the last domain (ie, overall bias).

Reviewers’ judgments about each “risk of bias” domain for each included study are presented in Multimedia Appendix 4.

Figure 2. Review authors’ judgments about each “risk of bias” domain.

Results of the Studies

Serious Games Versus No or Passive Interventions

The effect of serious games was compared with that of control (no or passive interventions) in 50% (8/16) of the studies [31-38]. Passive interventions are those that do not have a known effect on the measured outcome, such as reading newspaper articles, surfing the internet, and watching a documentary program. In 50% (4/8) of these studies [32,33,35,36], more than one outcome measure was used to assess processing speed. Therefore, we included the results of all these measures in the meta-analysis to form 14 comparisons. As shown in Figure 3 [31-38], there was no statistically significant difference (P=.77) in processing speed between serious games and the control groups (SMD: −0.07, 95% CI −0.54 to 0.40). The statistical heterogeneity of the evidence was considerable (P<.001; I²=89%). The quality of the evidence was very low as it was downgraded by 6 levels owing to a high risk of bias, heterogeneity, and imprecision (Multimedia Appendix 5).

The SMDs of 2 comparisons seem to be outliers (−1.24 [34] and 1.98 [36]), although the characteristics of the studies in these comparisons were comparable with those of other studies in this meta-analysis. For this reason, we ran a sensitivity analysis to assess whether removing these outliers influenced the overall effect size and heterogeneity level. The sensitivity analysis showed that the difference in processing speed between the groups remained insignificant (P=.32), but the heterogeneity substantially decreased from 89% to 49%.
Serious Games Versus Conventional Exercises

The effect of serious games was compared with that of conventional exercises in 38% (6/16) of the studies [38-43]. Of these 6 studies, 1 (17%) compared serious games with 2 different conventional exercises (aerobic exercises and relaxation and flexibility exercises) and measured processing speed using 2 different tools [42]. Therefore, we included the results of all these comparisons and measures in the meta-analysis to form 11 comparisons (Figure 4 [38-43]). The meta-analysis showed no statistically significant difference ($P=0.58$) in processing speed between the serious game and conventional exercise groups (SMD: $-0.07$, 95% CI $-0.34$ to $0.19$). The statistical heterogeneity of the evidence was moderate ($P<0.001; I^2=58\%$).

The quality of the evidence was very low as it was downgraded by 6 levels owing to a high risk of bias, heterogeneity, and imprecision (Multimedia Appendix 5).

Two types of serious games were used in this comparison (ie, serious games vs conventional exercises): cognitive training games and exergames. We conducted a subgroup analysis to investigate whether cognitive training games and exergames had a different effect on processing speed (Figure 5 [38-43]). The subgroup analysis of 12% (2/16) of the studies showed no statistically significant difference ($P=0.26$) in processing speed between the cognitive training game group and the conventional exercise group (SMD: $-0.37$, 95% CI $-1.00$ to $0.27$). The statistical heterogeneity of the evidence was moderate ($P=0.14; I^2=53\%$). The quality of the evidence was very low as it was downgraded by 4 levels owing to a high risk of bias, heterogeneity, and imprecision (Multimedia Appendix 5).

Furthermore, the subgroup analysis of 25% (4/16) of the studies (9 comparisons) showed no statistically significant difference ($P=0.88$) in processing speed between the exergame group and the conventional exercise group (SMD: $-0.02$, 95% CI $-0.31$ to $0.27$). The statistical heterogeneity of the evidence was substantial ($P<0.001; I^2=72\%$). The quality of the evidence was very low as it was downgraded by 6 levels owing to a high risk of bias, heterogeneity, and imprecision (Multimedia Appendix 5).
Serious Games Versus Other Serious Games

In total, 19% (3/16) of the studies assessed the effect of serious games on processing speed in comparison with that of other serious games [44-46]. The first study (1/3, 33%) compared the effect of a cognitive training game with that of exergames and found no statistically significant difference ($P = .76$) in processing speed between the groups [46]. The remaining 67% (2/3) of the studies compared the effect of cognitive training games that adjust the level of difficulty of the tasks based on an individual’s mastery in each level (ie, adaptive games) with that of the same games but without adjustment of the level of difficulty of the tasks (ie, nonadaptive games) [44,45]. Of the 2 studies, 1 (50%) showed no statistically significant difference in processing speed between the groups as measured by the Delis-Kaplan Executive Function System Color-Word Interference Test 1 ($P = .91$) and Delis-Kaplan Executive Function System Color-Word Interference Test 2 ($P = .51$) [44]. The remaining study (1/2, 50%) did not report the findings related to the outcome measure Trail Making Test A [45]. The first author of that study was contacted to obtain these findings, but he has not replied.

Discussion

Principal Findings

This study compiled evidence regarding the effectiveness of serious games in improving processing speed among older adults with cognitive impairment. Our review revealed that serious games are as effective as no or passive interventions and conventional exercises in improving processing speed and that there is no difference between cognitive training games and exergames when compared with conventional exercises. The nonsuperior effect of serious games over no or passive interventions and conventional exercises may have been due to the following reasons: (1) serious games in the included studies targeted cognitive abilities in general rather than processing speed specifically and (2) the sample size in most of the included studies (10/16, 62%) was small (<100).

Our findings are consistent with findings of a previous review that showed no statistically significant difference in processing speed between the cognitive training game group and the passive or active intervention group among older adults with MCI or dementia [17]. However, our findings are not consistent with findings of previous reviews [16,18-20]. Specifically, 4 reviews showed that cognitive training games [16,19,20] and exergames [18] are more effective than other interventions (passive or active) in improving processing speed among healthy older adults. This inconsistency may be attributed to the fact that (1) all these reviews focused on older adults without cognitive impairment only, whereas our review focused on older adults with cognitive impairment [16,18-20]; (2) they included quasi-experiments and pilot RCTs [18,19]; and (3) they did not compare the effect of serious games with that of a specific comparator (eg, no intervention, conventional exercises, or conventional cognitive activities) [16,18-20].

Strengths and Limitations

Strengths

This study is the only one of the aforementioned reviews [16-20] that compared both serious games and their types with a specific comparator (ie, no intervention and conventional exercises) and used the GRADE approach to assess the quality of the evidence that resulted from the meta-analyses, thereby enabling the reader to draw more accurate conclusions. Given that we included only RCTs, which are the most rigorous research method for studying cause-effect relationships [47], our findings are more likely to be reliable than findings generated from reviews that included other study designs such as pilot RCTs and quasi-experiments.

The risk of publication bias in this review was minimal given that we sought to identify as many relevant studies as possible through (1) searching the most popular databases in the IT and health fields and gray literature databases, (2) conducting backward and forward reference list checking, and (3) using a well-developed search query. The risk of selection bias in this review was not a concern as the study selection, data extraction,
risk of bias assessment, and quality of evidence appraisal were conducted by 2 reviewers independently.

**Limitations**

This review focused on the effectiveness of digital serious games in improving processing speed among older adults with cognitive impairment. Hence, this review cannot comment on the effectiveness (1) of nondigital serious games or those used for nontherapeutic purposes (eg, diagnosis), (2) of serious games in improving other cognitive abilities (eg, attention, learning, and memory), and (3) of serious games among other age groups or those without cognitive impairment.

The effect size estimated for each meta-analyzed study was likely overestimated or underestimated as we used postintervention data rather than the pre-post intervention change data to calculate it. We used postintervention data as most studies (12/16, 75%) did not report the mean and SD for pre-post intervention change in processing speed for each group, and the difference in processing speed between groups at baseline was not statistically significant in all studies.

This review focused only on the short-term effect of serious games by pooling only postintervention data rather than follow-up data given that the follow-up period was not consistent among the 44% (7/16) of studies that reported follow-up data. As a result, we are unable to speculate on the long-term impact of serious games on processing speed. Given that this review did not include research published before 2010, studies written in a language other than English, quasi-experiments, or pilot RCTs, it is likely that this review missed some relevant studies.

**Practical and Research Implications**

**Practical Implications**

The findings of this review should be cautiously interpreted for the following reasons: (1) the quality of the evidence from all meta-analyses was very low mainly because of high risk of bias, high heterogeneity, and imprecision of the estimated total effect sizes; (2) the number of studies included in some meta-analyses was small; and (3) the sample sizes in many meta-analyzed studies were small. Consequently, until more robust evidence is available, serious games should be offered or used as a supplement rather than an alternative intervention targeting processing speed.

None of the included studies used smartphones as a platform for serious games. Smartphones are more appealing than other platforms as they are less expensive, more accessible, and more pervasive than computers and gaming consoles. In 2021, the global number of mobile devices and users was estimated to be approximately 15 billion and 7.1 billion, respectively, with these statistics likely to climb dramatically by 2025 [48]. Thus, we recommend that gaming companies develop serious games that can be played via smartphones. None of the serious games in the included studies were designed to target processing speed. Therefore, there is an urgent need to develop serious games that specifically target processing speed.

**Research Implications**

Although this review addressed the research gap related to the short-term effect of serious games on processing speed among older adults with cognitive impairment, the following research gaps need further reviews to be bridged: (1) the long-term effect of serious games, (2) the effect of serious games on other cognitive abilities (eg, attention and visuospatial skills) and other disorders (eg, attention-deficit/hyperactivity disorder, autism, and motor disabilities), and (3) the effect of serious games among people from different age groups with or without cognitive impairment.

As mentioned earlier, most studies in this review did not report the mean and SD for pre-post intervention change in processing speed. Researchers should report such information in their future publications to enable reviewers to calculate a more accurate effect size for each study. According to a previous review [18], there have been many studies conducted to assess the effect of exergames on processing speed among healthy older adults. However, only 25% (4/16) of the studies in this review investigated the effect of exergames on processing speed among older adults with cognitive impairment. Further trials are needed to address the aforementioned research gap.

In this review, only 6% (1/16) of the trials compared serious games with conventional cognitive training, and only 12% (2/16) compared adaptive serious games with nonadaptive serious games. We urge researchers to examine the aforementioned comparisons to reach more definitive conclusions. None of the included studies investigated the effect of serious games that specifically target processing speed rather than cognitive abilities in general. Future studies should use serious games that specifically target processing speed to examine their effect.

The overall risk of bias was low in only 19% (3/16) of the included trials as the remaining studies had issues mainly in the randomization process or selection of the reported results (ie, unpublished protocol or analysis plan). Future trials should improve their quality by minimizing such bias. To this end, they should be conducted and reported according to recommended guidelines or tools such as the Risk of Bias 2 [27], and they should have a large sample size that is enough to obtain the desired statistical power. As most of the included studies (14/16, 88%) were conducted in high-income countries, the generalizability of the findings of this review to lower-income countries may be restricted owing to the diversity of their cultures and socioeconomic conditions. Thus, more trials should be conducted in lower-income countries.

**Conclusions**

Serious games did not have a superior effect on processing speed among older adults with cognitive impairment in comparison with no or passive interventions and conventional exercises. However, this finding should be cautiously interpreted for the following reasons: (1) the quality of the evidence from all meta-analyses was very low mainly because of high risk of bias, high heterogeneity, and imprecision of the estimated total effect sizes; (2) the number of studies included in some meta-analyses was small; and (3) the sample sizes in many meta-analyzed studies were small. Therefore, until more robust evidence is...
available, serious games should be offered or used as a supplement rather than as an alternative intervention targeting processing speed. Future reviews should investigate the long-term impact of serious games on other cognitive abilities and disorders among people from different age groups with or without cognitive impairment. Further trials should be undertaken to investigate the effect of serious games that specifically target processing speed rather than cognitive abilities in general.
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Abstract

Background: Social anxiety disorder (SAD) is the fear of social situations where a person anticipates being evaluated negatively. Changes in autonomic response patterns are related to the expression of anxiety symptoms. Virtual reality (VR) sickness can inhibit VR experiences.

Objective: This study aimed to predict the severity of specific anxiety symptoms and VR sickness in patients with SAD, using machine learning based on in situ autonomic physiological signals (heart rate and galvanic skin response) during VR treatment sessions.

Methods: This study included 32 participants with SAD taking part in 6 VR sessions. During each VR session, the heart rate and galvanic skin response of all participants were measured in real time. We assessed specific anxiety symptoms using the Internalized Shame Scale (ISS) and the Post-Event Rumination Scale (PERS), and VR sickness using the Simulator Sickness Questionnaire (SSQ) during 4 VR sessions (#1, #2, #4, and #6). Logistic regression, random forest, and naïve Bayes classification classified and predicted the severity groups in the ISS, PERS, and SSQ subdomains based on in situ autonomic physiological signal data.

Results: The severity of SAD was predicted with 3 machine learning models. According to the F1 score, the highest prediction performance among each domain for severity was determined. The F1 score of the ISS mistake anxiety subdomain was 0.8421
using the logistic regression model, that of the PERS positive subdomain was 0.7619 using the naïve Bayes classifier, and that of total VR sickness was 0.7059 using the random forest model.

**Conclusions:** This study could predict specific anxiety symptoms and VR sickness during VR intervention by autonomic physiological signals alone in real time. Machine learning models can predict the severe and nonsevere psychological states of individuals based on situ physiological signal data during VR interventions for real-time interactive services. These models can support the diagnosis of specific anxiety symptoms and VR sickness with minimal participant bias.

**Trial Registration:** Clinical Research Information Service KCT0003854; https://cris.nih.go.kr/cris/search/detailSearch.do?I13508

(JMIR Serious Games 2022;10(3):e38284) doi: 10.2196/38284
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**Introduction**

Anxiety involves uncertainty about the expectancy of a threat. It is a normal emotional response that helps individuals heed and cope with potential signs of danger [1]. Anxiety induces anticipatory stress and various neurophysiological responses. Previous research has shown that certain brain regions that process threatening information can biologically trigger stress response systems, such as the autonomic nervous system and hypothalamic-pituitary-adrenal axis. Hyperactivity of the autonomic response can induce the expression of anxiety signals, perception of sensations from inside the body, and central periphery interactions [2].

Social anxiety disorder (SAD) is the fear of negative evaluation and embarrassment in social situations. For instance, anxiety can occur when thinking about being observed while eating and speaking publicly [3]. The physiological symptoms of SAD include heart palpitations, sweating, tremors, shaking, and blushing. Many existing studies have focused on anxiety-induced heart reactions, and have discovered that anxiety increases blood catecholamine concentrations [4] and causes excess sympathetic activation and parasympathetic withdrawal [5].

Existing treatment methods for SAD include pharmacotherapy and psychotherapy, such as cognitive behavioral therapy (CBT) [6]. During CBT, an exposure technique allows the patient to experience and participate in a feared situation to create a natural process related to fear reduction [7]. However, individuals with social anxiety rarely request for support from professionals owing to fear of the stigma of mental health treatment. Therefore, the demand for accessibility to CBT via online content has been increasing. Moreover, the range of virtual reality (VR) treatments is expanding [8].

Recent VR intervention research has created virtual environments, such as restaurants. Individuals undergoing VR intervention showed reduced anxiety regarding daily social interactions. They also showed a decrease in social interaction anxiety and depression, and improved satisfaction with daily life after the VR intervention [9].

Exposure therapy is the mainstay VR treatment for SAD. Measuring anxiety symptoms in real time while applying the exposure technique enables the confirmation of actual SAD symptom levels and the appropriate application of personalized therapeutic methods.

However, VR sickness influences user experience when using VR systems [10]. The symptoms of VR sickness include eye fatigue, disorientation, and nausea [11]. Sickness resulting from VR is referred to by many names, including motion sickness, cybersickness, and simulator sickness. These uncomfortable feelings disturb VR intervention; therefore, VR sickness is a crucial problem that must be solved. The most popular method to assess VR sickness is the Simulator Sickness Questionnaire (SSQ) [12]. The symptoms of simulator motion sickness resemble those of motion sickness, but are less severe. Three distinct symptom groups, namely nausea, oculomotor, and disorientation, were clustered across 16 symptom variables. Because simulator sickness-related symptoms differ from motion sickness patterns, a measurement system was established through this grouping. The SSQ scores based on factor analysis models provide a scale score as a good indicator of overall simulator sickness severity. This quantifies simulator sickness for activities that can lead to symptoms. However, the method cannot be used for real-time measurements because it measures psychological scales through a questionnaire after VR intervention. There are several technical approaches for overcoming VR sickness, and measuring and evaluating it in real time is crucial. This is one of the factors determining the difference in individual sensitivity and future compliance. If it is not addressed during VR intervention, patient compliance can be greatly reduced [13].

Several studies have proposed interventions for social anxiety using VR treatment technology. The results showed that social interaction anxiety and quality of life improved when treatment was applied [9]. In particular, previous studies have shown that exposure to scenarios of various social situations through VR is effective for alleviating social anxiety symptoms [14].

Recently, a study applied VR treatment to anxiety disorders, such as SAD [15], proposed a VR intervention for SAD treatment, and verified its clinical effect by reducing scores on the Social Anxiety Disorder Scale. This method included CBT to enable participants to overcome SAD by exposing them to a self-introduction situation. The treatment had exposure therapy for patients with SAD through VR for over 6 sessions. Compared with previous studies that applied relatively unidirectional VR content, this study applied a customized approach that divided the difficulty according to the patient’s
own symptom report. However, this study used a subjective self-assessment scale, which was influenced by patient bias. Furthermore, survey-oriented progress is lengthy and may have different results based on subjective judgment.

We have attempted to investigate SAD in relation to VR treatment using objective data such as brain imaging data [16]. Objective physiological signals, which reflect the degree of anxiety symptoms or sickness symptoms, can be assessed in real time during VR treatment sessions by several sensors. This would provide a basis for stand-alone interactive content to be provided during VR treatment for anxiety. Moreover, reducing VR motion sickness could help enhance user experience and compliance using physiological signals.

In this study, we developed a machine-learning model to predict the severity of specific anxiety symptoms and VR sickness using physiological signal data that were measured in situ during VR treatment sessions in patients with SAD.

Methods

Participants

Participants were recruited through advertisements on the universities’ online sites. The inclusion criteria for the SAD group were set as follows: (1) men and women aged between 19 and 31 years using the Korean language; (2) condition meeting the Diagnostic and Statistical Manual of Mental Disorders, fourth edition (DSM-IV) criteria for SAD, as evaluated by the Mini-International Neuropsychiatric Interview [17]; (3) no psychiatric comorbidity, except for depression and panic disorder, and no experience in psychotropic drug treatment; (4) not currently receiving psychotherapy; (5) not currently diagnosed with medical or neurological disorders; (6) no history of psychotic symptoms that can be triggered by VR interventions; and (7) no susceptibility to visual stimuli. We set the exclusion criteria as follows: (1) any history of organic brain damage or intellectual disability; (2) a history of psychotic symptoms that can be triggered by VR interventions; (3) vulnerability to visual stimuli; and (4) ineligibility for participation in a magnetic resonance imaging assessment (during the study, we performed a functional magnetic resonance imaging evaluation for another project in the same subjects) [18].

Forty individuals with SAD participated in the study. Among them, 8 individuals quit for personal reasons (eg, time limitations). Ultimately, 32 participants completed the study. All participants completed all VR sessions. The number of people who participated in the entire session was 32, but 6 of them, for whom the sensor data for a specific session were not collected because of problems such as sensor errors, were excluded from data analysis. Consequently, data from 26 individuals were used for specific anxiety symptom and VR sickness predictions after the data qualification process.

Ethics Approval

The study was approved by the Institutional Review Board of Korea University Hospital (2018AN0377). It was conducted in accordance with the principles of the Declaration of Helsinki. All participants were informed of the study procedure and provided written informed consent before the experiment. This study was registered on the Clinical Research Information Service (KCT0003854).

Study Design

VR Intervention for SAD

The study design included VR sessions, psychological scale evaluations, and in situ autonomic physiological signal data measurements (Figure 1). A total of 6 VR sessions and 4 psychological scale assessments were performed. A recent study found that the amount of anxiety that increased during actual conversation and the anxiety that increased during a conversation in a VR environment was similar [19]. In a study comparing VR exposure therapy and real-world exposure therapy for SAD [20], 97 participants with a major diagnosis of SAD were randomly assigned to VR exposure therapy, real-world exposure therapy, or a waiting list. A standardized self-report scale showed a statistically significant improvement in those who completed active treatment than in those on the waiting list. Thus, VR exposure therapy was as effective as real-world exposure therapy for treating SAD. In this study, participants completed VR treatment sessions that included interactive content on social anxiety situations, and the VR intervention was performed face-to-face and provided individually. The intervention proceeded in a VR environment, and each participant entered a meeting room with several nonplaying characters [15]. The content had introduction, core, and finishing stages. In the introduction phase, participants selected their avatars and were informed how to manipulate the VR device to progress through the stages [21]. Participants performed a warm-up session with mediation to support their adaptation. The core stage had an intervention in which college student’s participated in social situations where they introduced themselves to each other. Participants proceeded with the treatment session by selecting the difficulty of the core level as easy, medium, or hard. In the first session, all participants started the VR intervention at the easy level. From the second session, participants freely chose the level of difficulty they wanted based on the difficulty they experienced during the treatment process. This is related to the degree of difficulty in interacting in social situations. The reaction of the nonplaying characters was based on the difficulty level selected in the previous stage. In the easy-level session, the nonplaying characters concentrated well on the patients’ self-introduction. Nonplaying characters appeared distracted in the hard level, such as yawning or engaging in chatting. The finishing stage provided cognitive and behavioral safety guidelines for SAD with text and audio information during the VR intervention. The VR headset used was VIVE (HTC Corporation). The in situ autonomic physiological signals (heart rate [HR] and galvanic skin response [GSR]) of the participants were measured during the VR experience.
Data Collection and Separation
This study analyzed specific anxiety symptoms and in situ autonomic physiological signal data. For this purpose, physiological signal data were measured in real time during 4 VR sessions (#1, #2, #4, and #6), where psychological scale tests were performed after VR treatment. Data were extracted as independent variables. The SSQ was evaluated during all treatment sessions; therefore, in situ physiological signal data for all sessions were extracted. We created a data frame with the HR and GSR data. Values below zero in the HR and GSR measurements were considered outliers. Outliers were removed, and a moving average was used to reduce the noise of the data.

Measurement
Psychological Scales
We measured psychological scales using subjective surveys after the VR sessions #1, #2, #4, and #6. The Beck Anxiety Inventory [22], State-Trait Anxiety Inventory [23], Social Phobia Scale [24], Social Interaction Anxiety Scale [25], Brief-Fear of Negative Evaluation Scale [26], Internalized Shame Scale (ISS) [27], and Post-Event Rumination Scale (PERS) [28] were used. After building a simple linear regression model for the scales, their subdomains, and the SSQ, the best performing group of scales based on the mean squared error of the models’ prediction results was analyzed. Subsequently, we generated a machine learning model to predict the survey results. The linear regression coefficient was included as an independent variable for prediction; therefore, the specific anxiety symptoms were
selected in the order of the smallest root mean square error deviation when predicting with simple linear regression. The subdomains of the corresponding specific anxiety symptoms were also included and used for prediction. The ISS and PERS showed a good reflection of the physical response to SAD. In this study, the machine learning model used the ISS and PERS as independent variables. Multimedia Appendix 1 provides the complete regression results for our machine learning model.

The ISS assesses the patients’ shame and self-esteem [27]. It has 30 items that measure shame and self-esteem (24 and 6 items, respectively). ISS data were measured using the ISS written in the Korean language [29]. Factor analysis involved the following 4 factors: inadequacy, emptiness, self-punishment, and fear of mistakes, with 10, 5, 5, and 4 items, respectively.

The PERS measures postevent ruminations during social situations [28,30]. It comprises 2 scales, negative and positive rumination, with 5 and 9 items, respectively. Each answer was measured on a numerical scale from 0 (low score) to 4 (high score), with a higher score indicating that the individual frequently experiences rumination.

**VR Sickness Scale**

The SSQ was developed for VR sickness, and is the gold standard for assessing physical sickness after exposure to a simulator or VR environment [12]. The SSQ can measure 16 symptoms of VR sickness. The subdomains are grouped into nausea (general discomfort, increased salivation, sweating, nausea, difficulty concentrating, stomach awareness, and burping), oculomotor (general discomfort, fatigue, headache, eyestain, difficulty focusing, difficulty concentrating, and blurred vision), and disorientation (difficulty focusing, nausea, fullness of the head, blurred vision, dizziness with eyes open, dizziness with eyes closed, and vertigo). The total VR sickness score was the sum of nausea, oculomotor, and disorientation group scores, with a higher score indicating a greater level of simulator sickness.

**Data Labeling and Processing**

We used k=2 to categorize the specific anxiety symptoms in the severe and nonsevere groups, where k is the number of median points of the clusters to be classified. Data are grouped as per the number of hyperparameters k. In k-means clustering, the algorithm can be executed when the user determines the number of clusters. K-means clustering is a representative detached clustering algorithm that uses unsupervised learning [31].

We labeled the severe and nonsevere groups using k-means clustering for each specific anxiety symptom and VR sickness. The ISS cutoff values for dividing the severe groups were 48 (total score), 11 (mistake anxiety), 9 (self-punishment), 10 (emptiness), and 16 (inappropriate). The PERS cutoff values were 41 (total score), 17 (positive), and 27 (negative). For the SSQ, severity classification was performed using k-means clustering via the sum of the response scores for each category. The cutoff values for dividing the severe group were 9 (total score), 7 (nausea), 8 (oculomotor), and 4 (disorientation).

**Physiological Signal Data**

We measured all participants’ HR and GSR during the VR sessions in real time. These values are closely related to in situ physiological signaling responses related to anxiety. We recorded the data using a Shimmer3 GSR+ Unit (Shimmer) with 3 channels. Two channels tracked the electrodermal skin conductance level signals via hand electrodes attached to the first and middle fingers. We monitored the fingers of the nondominant hand at a sampling frequency of 52 Hz. The third channel recorded cardiac volume data from an infrared sensor attached to the left earlobe. Data were converted into HR data using a software system.

Preprocessing removed any sections where the HR and GSR were not measured or had negative values. The noise was reduced using the moving average method at 2-s intervals. We extracted all the data from the time series data set of the participants. We also calculated the mean, standard deviation, minimum, maximum, linear regression coefficient, maximum difference, peak ratio, and mean difference for each in situ physiological signal. These created the data frame. To calculate the peak ratio [32], we divided the number of peaks by the length of the physiological signal data.

We used real data for the prediction model; therefore, generating data was a challenge. The severe and nonsevere groups varied in size; therefore, we manipulated the data set to improve the model performance. We did not consider the undersampling technique because the number of participants was insufficient. Conversely, we used the oversampling technique on the minority group to improve classifier performance.

The SMOTE (Synthetic Minority Oversampling Technique) approach generated insufficient data [33]. This method helps construct classifiers from imbalanced data sets (where the classification categories are not approximately equally distributed), such as real-world data sets with a small number of abnormal cases.

**Statistical Analysis**

**Group-Based Analysis**

Differences between groups (severe and nonsevere) were assessed using independent t tests in Python with SciPy version 1.5.2. Differences were considered statistically significant at P<.05. Furthermore, we analyzed correlations between the extracted variables. The variables with the strongest positive correlations were mean and peak GSR ratios. The variables with the second strongest positive correlations were the mean and standard deviation of the GSR. The variables with the strongest negative correlations were the linear regression coefficient and standard deviation of the GSR. The second most negatively correlated variables were the GSR difference and HR linear regression coefficient. All correlations are illustrated in Multimedia Appendix 2. There was a high correlation between the mean and peak GSR (0.92); however, removing this feature decreased the prediction score. Therefore, this feature was retained. All other correlations were <0.86.
**Machine Learning Techniques**

All machine learning techniques were performed using Python version 3.7.7. Logistic regression [34], random forest [35], and naïve Bayes [36] classification were performed using Scikit-learn version 0.23.2. The random forest model avoids overfitting, thereby improving model accuracy. Additionally, we can select relatively important ranks of variables in the classification model. The naïve Bayes model is a conditional probability-based classification method that calculates the probability of features belonging to each class and handles noise and missing values reasonably.

In addition, when training, it works excellently regardless of the size of the data, and it is easy to obtain the estimated probabilities for prediction. Although 32 samples of data could be insufficient, we amplified the patients’ data using SMOTE methodology after segmentation for each session. We used machine learning models that can perform reasonable prediction with a few data points to minimize performance degradation because of insufficient data. We calculated the accuracy, F1 score (weighted average of precision and recall), and area under the curve (AUC) for the prediction.

All machine learning models, except for the random forest model, were performed using the oversampling technique on the training data set. This supplemented insufficient data after the training-test split. We performed 5-fold cross-validation for the random forest model to improve the prediction score. During the prediction, sampling of the severe and nonsevere groups was stratified for training-test splits to ensure equally frequent severity.

**Results**

**Classified Specific Anxiety Symptoms and VR Sickness**

Specific anxiety symptom and VR sickness results were compared between the severe and nonsevere groups using k-means clustering. The smallest difference between group sizes was observed for ISS self-punishment (severe vs nonsevere group, 53 vs 51). Based on the average score of the specific anxiety symptoms, the most significant difference between the groups was the ISS score (severe vs nonsevere group, 59.951 vs 33.222). ISS emptiness showed the smallest difference between groups (severe vs nonsevere group, 12.91 vs 5.75).

After labeling with k-means clustering, the anxiety symptom with the lowest distortion was ISS mistake anxiety and that with the highest distortion was total ISS (1.263 vs 7.439).

After 4 VR sessions with 26 participants, 104 sets of VR sickness data were collected. These were labeled as severe and nonsevere groups using k-means clustering. Distortion of k-means clustering was 2.57 for total VR sickness, 1.44 for nausea, 1.71 for oculomotor, and 1.16 for disorientation. Table 1 presents the statistical analysis results of the severe and nonsevere groups. The boxplot for the severe and nonsevere groups is illustrated in Multimedia Appendix 3.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Groupsa</th>
<th>Minimum value</th>
<th>Cutoff value</th>
<th>Maximum value</th>
<th>Distortionb</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISSc</td>
<td>Nonsevere group mean</td>
<td>Severe group mean</td>
<td>Nonsevere group mean</td>
<td>Severe group mean</td>
<td></td>
</tr>
<tr>
<td>ISS mistake anxiety</td>
<td>33.222</td>
<td>59.951</td>
<td>3</td>
<td>&lt;48</td>
<td>92</td>
</tr>
<tr>
<td>ISS self-punishment</td>
<td>8.176</td>
<td>12.957</td>
<td>1</td>
<td>&lt;11</td>
<td>16</td>
</tr>
<tr>
<td>ISS emptiness</td>
<td>4.961</td>
<td>12.453</td>
<td>1</td>
<td>&lt;9</td>
<td>20</td>
</tr>
<tr>
<td>ISS inappropriate</td>
<td>5.750</td>
<td>12.910</td>
<td>0</td>
<td>&lt;10</td>
<td>20</td>
</tr>
<tr>
<td>PERSd</td>
<td>9.155</td>
<td>21.978</td>
<td>2</td>
<td>&lt;16</td>
<td>36</td>
</tr>
<tr>
<td>PERS positive</td>
<td>32.766</td>
<td>48.140</td>
<td>19</td>
<td>&lt;41</td>
<td>64</td>
</tr>
<tr>
<td>PERS negative</td>
<td>10.059</td>
<td>21.000</td>
<td>2</td>
<td>&lt;17</td>
<td>35</td>
</tr>
<tr>
<td>Total VR sickness</td>
<td>16.900</td>
<td>36.016</td>
<td>3</td>
<td>&lt;27</td>
<td>56</td>
</tr>
<tr>
<td>Nausea group</td>
<td>1.786</td>
<td>10.500</td>
<td>0</td>
<td>&lt;7</td>
<td>15</td>
</tr>
<tr>
<td>Oculomotor group</td>
<td>2.238</td>
<td>8.341</td>
<td>0</td>
<td>&lt;6</td>
<td>15</td>
</tr>
<tr>
<td>Disorientation group</td>
<td>0.986</td>
<td>6.000</td>
<td>0</td>
<td>&lt;4</td>
<td>12</td>
</tr>
</tbody>
</table>

aAfter labeling into severe and nonsevere groups through k-means clustering, the numerical characteristics and differences between the groups are shown for each group.

bDistortion was calculated using the k-means clustering model with k=2.

cISS: Internalized Shame Scale.

dPERS: Post-Event Rumination Scale.

eVR: virtual reality.
Differences in Physiological Signals According to Specific Anxiety Symptom Severity

There were significant differences in the GSR min between the severe and nonsevere groups stratified by the ISS ($t_{102}=1.39; P=.17$). In addition, groups stratified by the ISS mistake anxiety showed a significant difference in the HR peak ratio ($t_{102}=2.07; P=.04$) and GSR average change ($t_{102}=2.02; P=.046$). Groups stratified by ISS self-punishment showed significantly different GSR min values ($t_{102}=2.34; P=.02$). Groups stratified by ISS emptiness showed a difference in mean HR ($t_{102}=-2.44; P=.02$). Groups stratified by ISS inappropriate showed a significant difference in mean HR ($t_{102}=-2.23; P=.03$). Groups stratified by PERS had significantly different mean HRs ($t_{102}=-1.99; P=.050$). Furthermore, groups stratified by PERS positivity showed significantly different mean HRs ($t_{102}=2.51; P=.01$), HR min values ($t_{102}=2.49; P=.01$), and HR peak ratios ($t_{102}=2.15; P=.03$). Groups stratified by PERS negative had significantly different mean HRs ($t_{102}=-2.79; P=.006$), HR min values ($t_{102}=-2.49; P=.01$), HR peak ratios ($t_{102}=-2.15; P=.03$), and GSR max values ($t_{102}=-2.00; P=.048$). The severe and nonsevere groups by anxiety symptoms are illustrated in Multimedia Appendix 4.

We performed t tests after labeling the severity of VR sickness, for each VR sickness subdomain. The most significant difference in total VR sickness was for the HR min value ($t_{102}=-1.63; P=.02$). In the nausea group, the HR max value was significantly different between the groups ($t_{102}=-2.47; P=.02$). Additionally, the oculomotor group differed in the HR min value ($t_{102}=-2.19; P=.03$). The disorientation group showed a difference in total HR change ($t_{102}=-2.14; P=.04$) and total GSR change ($t_{102}=-2.09; P=.04$). Differences in the severe and nonsevere groups according to VR sickness are illustrated in Multimedia Appendix 5.

Specific Anxiety Symptom and VR Sickness Prediction Based on the Physiological Signal Data

After oversampling the minority data using SMOTE, the F1 score [37], accuracy, and area under the receiver operating characteristic curve were calculated after predicting the survey results using logistic regression analysis, random forest, and naïve Bayesian methodology. Additionally, we calculated the feature importance of specific anxiety symptoms. The variable importance can be calculated based on the impurity index [38]. We used the feature importance of a random forest–based prediction model.

Anxiety Symptom Prediction

The classifications of specific anxiety symptom results were analyzed based on 3 models. Logistic regression [34], random forest [35], and naïve Bayes classifier [36] analyzed the severity of specific anxiety symptoms for participants. The data were amplified using the SMOTE method to prevent performance degradation due to unbalanced data.

The classification performance was measured using the F1 score. The F1 scores of the ISS mistake anxiety subdomain were 0.8421, 0.7368, and 0.7647, as calculated by logistic regression, random forest, and naïve Bayesian classifier, respectively. These values were higher than those of the other ISS subdomains. The classification performance of the PERS negative subdomain was relatively higher than that of the PERS positive subdomain, with 0.6667, 0.6154, and 0.6452 as measured by logistic regression, random forest, and naïve Bayes classifier, respectively.

Specifically, we classified the ISS using a logistic regression model with an F1 score of 0.7619. The logistic regression model revealed an F1 score of 0.8421 for ISS mistake anxiety, whereas the naïve Bayes classification model revealed a score of 0.7857 for ISS self-punishment. The logistic regression model revealed an F1 score of 0.6429 for ISS emptiness and 0.7200 for ISS inappropriate. The random forest model revealed an F1 score of 0.7568 for PERS. Further, the naïve Bayes classification model showed an F1 score of 0.7619 for PERS positivity. Finally, the random forest model revealed an F1 score of 0.7097 for PERS negativity. The specific anxiety symptom prediction results are illustrated in Table 2 and Multimedia Appendix 6.

For ISS, ISS mistake anxiety, ISS self-punishment, ISS inappropriate, PERS, PERS positive, and PERS negative, physiological signal data related to GSR had the highest importance, and for ISS emptiness, physiological signal data related to HR had the highest importance. The feature importance of specific anxiety symptoms in the random forest model is illustrated in Figure 2.
Table 2. Specific anxiety symptom classification model evaluation with F1 score, accuracy, and area under the curve.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Logistic regression</th>
<th>Random forest</th>
<th>Naïve Bayes classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1 score</td>
<td>Accuracy</td>
<td>AUC(^a)</td>
</tr>
<tr>
<td>ISS(^c)</td>
<td>0.762</td>
<td>0.808</td>
<td>0.827</td>
</tr>
<tr>
<td>ISS mistake anxiety</td>
<td>0.842</td>
<td>0.769</td>
<td>0.733</td>
</tr>
<tr>
<td>ISS self-punishment</td>
<td>0.750</td>
<td>0.692</td>
<td>0.673</td>
</tr>
<tr>
<td>ISS emptiness</td>
<td>0.643</td>
<td>0.615</td>
<td>0.625</td>
</tr>
<tr>
<td>ISS inappropriate</td>
<td>0.720</td>
<td>0.731</td>
<td>0.732</td>
</tr>
<tr>
<td>PERS(^d)</td>
<td>0.667</td>
<td>0.654</td>
<td>0.676</td>
</tr>
<tr>
<td>PERS positive</td>
<td>0.615</td>
<td>0.615</td>
<td>0.630</td>
</tr>
<tr>
<td>PERS negative</td>
<td>0.667</td>
<td>0.654</td>
<td>0.654</td>
</tr>
</tbody>
</table>

\(^a\)After predicting the severity of each specific anxiety symptom using logistic regression, random forest, and naïve Bayes classifier models, the performance of each model was evaluated.

\(^b\)AUC: area under the curve.

\(^c\)ISS: Internalized Shame Scale.

\(^d\)PERS: Post-Event Rumination Scale.
Figure 2. Feature importance of specific anxiety symptoms (random forest model). After predicting the subdomains of each anxiety symptom using the random forest model, the feature importance for each model was calculated and sorted in descending order. GSR: galvanic skin response; ISS: Internalized Shame Scale; PERS: Post-Event Rumination Scale.

VR Sickness Prediction

We classified the severity of total VR sickness with an F1 score of 0.7059, that in the nausea group with a score of 0.4000, that in the oculomotor group with a score of 0.6667, and that in the disorientation group with a score of 0.6364. The classification performance for the nausea group subdomain had the highest AUC of 0.94. The VR sickness results are illustrated in Table 3 and Multimedia Appendix 7.

When feature importance was calculated for the classification of the severity of VR sickness for each type, physiological signal data related to GSR were selected as essential variables for all subdomains. All subdomains of VR sickness symptoms showed HR-related features as the second most crucial factor in variation. Figure 3 illustrates the importance of VR sickness features from the random forest model.
Table 3. Virtual reality sickness classification model evaluation with F1 score, accuracy, and area under the curve.

<table>
<thead>
<tr>
<th>Variablea</th>
<th>Random forest</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1 score</td>
<td>Accuracy</td>
</tr>
<tr>
<td>Total VR sickness</td>
<td>0.7059</td>
<td>0.8077</td>
</tr>
<tr>
<td>Nausea group</td>
<td>0.4000</td>
<td>0.8846</td>
</tr>
<tr>
<td>Oculomotor group</td>
<td>0.6667</td>
<td>0.6538</td>
</tr>
<tr>
<td>Disorientation group</td>
<td>0.6364</td>
<td>0.6923</td>
</tr>
</tbody>
</table>

aAfter predicting the severity of each VR sickness scale using the random forest model, the model’s performance was evaluated.
bAUC: area under the curve.
cVR: virtual reality.

Figure 3. Feature importance of virtual reality (VR) sickness (random forest model). After predicting the subdomains of each VR sickness scale using the random forest model, the feature importance for each model was calculated and sorted in descending order. GSR: galvanic skin response.

Discussion
Principal Findings
We developed and tested machine learning models to predict specific anxiety symptoms and VR sickness for SAD using in situ autonomic physiological signal data measured during participatory and interactive VR treatment. The severity of specific anxiety symptoms and the side effects of VR treatment are an essential part of digital therapy. Usually, these kinds of evaluations rely on subjective reporting by patients. However, autonomic physiological responses, such as blushing, sweating, and shivering, could play a central role in assessing symptoms [39]; therefore, they have the potential to be used for monitoring various symptoms related to anxiety or VR sickness.

Previous studies have assessed the relationship between physiological cues and SAD. However, real-time analysis is limited because of current sensor technology and evaluation
VR treatment techniques extend beyond the traditional psychiatric therapeutic approach [44]. To create a therapeutic VR system, we must build an interactive system rather than simply provide a VR environment. Interactive VR may have several benefits for psychiatric disorders in terms of treatment. First, it enhances ecological validity by immersing individuals in emotionally engaging virtually constructed therapeutic environments. Second, it can be flexibly used to present patients in various contexts, enabling personalized treatment according to the assessment of individual differences in symptoms during VR treatment [45]. We expect our findings to be useful in interactive VR treatment, especially for specific anxiety symptoms and VR sickness.

We showed that the data extracted from the time series with different in situ autonomic physiological signal data lengths could be used as the independent variables of a predictive model. As 32 samples of physiological data were not sufficient for the machine learning model, we increased the data by dividing it per session using only 32 participants’ intervention data and supplementing the insufficient data using SMOTE methodology. This technique can minimize performance degradation due to a lack of data. We generated cutoff values for the classification groups for labeling via k-means clustering. This is an unsupervised learning method based on the absence of a label to evaluate the model performance. We could explain which variable plays the most crucial role in predicting specific anxiety symptoms and VR sickness.

Among the anxiety symptoms related to the ISS, the most predictable was ISS mistake anxiety. Emotion comprised 5 main subsystems, namely, “cognitive component (appraisal), neurophysiological component (bodily symptoms), motivational component (action tendencies), motor expression component (facial and vocal expression), and subjective feeling component (emotional experience)” [46]. Shame is highly correlated with the body’s physiological responses because of its mechanism [47]. Mistake anxiety is the core symptom of SAD. The high predictability of these symptoms is related to the reliability of HR and GSR predictions of SAD symptoms.

Among the scales related to PERS, the most predictable was PERS positivity. Rumination may negatively affect physical and mental health [48,49]. However, this is inconsistent with previous studies reporting that positive rumination either is not associated with social anxiety or is low [28,30]. In contrast, other studies have reported that positive and negative rumination is high in social anxiety. Socially anxious individuals ruminate broadly, positively, or negatively about all aspects of social interactions when faced with ambiguity [50]. However, no previous study has examined the relationship between in situ autonomic physiological responses, and negative and positive rumination. Additional studies are required to determine whether these results are reproducible.

Several factors can cause VR sickness. Humans perceive their direction and movement through various sensory organs. Individuals may experience motion sickness if they repeatedly receive sensory information that differs from their prediction [51]. Visual movement may cause motion sickness [52,53]. When visual stimulation is the primary cause of motion sickness, it is called visually induced motion sickness. Previous studies have assessed virtual perceptions related to recognizing self-motion [54]. If the degree of physiological arousal (HR, blood pressure, skin conductance, respiration, skin temperature, and blood volume pulse amplitude) is high, the possibility of VR motion sickness is high [55].

We used HR and GSR for machine learning–based prediction in our study. These are important indicators of physiological arousal. SAD-related psychological symptoms and VR sickness during VR treatment can be determined in advance through the proposed model. The intervention of medical staff can also improve patient compliance. However, we must develop additional real-time measurement factors to better predict other VR sickness subdomain symptoms.

We predicted specific anxiety symptom severity and VR sickness severity via in situ physiological signal data from actual cases. We used supervised and unsupervised learning and data generation to build and evaluate the SAD and VR sickness predictive models. Considering these advantages, specific anxiety symptoms and VR sickness could be assessed more accurately. The data were labeled using an unsupervised learning method. After separating the severe and nonsevere groups, significant differences were found for each classification group using a t test. The real-time evaluation of VR motion sickness can help improve patient compliance with treatment. Moreover, we can reduce the time required for a survey by predicting participants’ anxiety using objective data. Predicting survey results using objective in situ autonomic physiological signal data makes less subjective intervention possible compared with the conventional survey-based method. In addition, the evaluation of symptoms through real-time autonomic physiological signals shows the possibility of evaluating psychiatric symptoms in real time to increase interactivity, an essential element in the personalized VR treatment process.

Limitations
This study had several limitations. First, our study evaluated in situ autonomic physiological signals and symptom-related data in a SAD group alone. Subsequently, it included no control groups. This study used machine learning models to discriminate between severe and nonsevere groups because real-time physiological signal data were measured only for participants above a certain Korean Social Interaction Anxiety Scale (K-SAD) score. In some cases, after labeling the severe and nonsevere groups, there was no significant difference between groups. These results can be inferred as a limitation of the methodology that divides the group with a K-SAD score above 82 into severe and nonsevere groups according to specific anxiety symptoms. Although an unsupervised learning methodology distinguished respondents, it was challenging to explain clear criteria other than to the participants in the experiment. Second, this study used self-rating score-based scales, which could be associated with bias. Third, this study could only classify the severity of SAD (K-SAD ≥82) in the group with a particular score or higher. Fourth, there was insufficient evaluation of the response to a specific task or...
exposure situation during a VR session. Because insufficient data are obtained using a SMOTE model, there is a limitation in not using the actual data. In addition, it is unknown how performance changes as an individual progresses during a session. Furthermore, we cannot determine how in situ autonomic physiological signals change when a specific situation occurs in each session. Fifth, the number of participants who participated in the VR treatment session was 32, but the number of participants used for the analysis was 26 (a small sample size). The decrease in performance can be inferred to be limited to the improvement in performance because the number of individuals who participated in the VR sessions was small. Therefore, we need to carefully interpret the results and secure a larger number of samples for future studies. However, since it is challenging to obtain real-time in situ data, we believe that the strength of this study is that real valuable data from participants were utilized for analysis.

Conclusion
This study showed that using in situ autonomous physiological signal data measured during a VR intervention can predict specific anxiety symptoms and VR sickness in patients with SAD. Using real-time physiological data from VR sessions, we can classify the severity of specific SAD symptoms and utilize the findings for personalized digital treatment. Machine learning models can assist in the decisions of medical staff and the construction of interactive VR treatment. Future research should focus on various predictive methodologies to enhance the tailored interactive function and to maximize the convenience of VR treatment. Additionally, to improve the clinical prediction performance and increase accuracy, more abundant and appropriate data will need to be collected.
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Abstract

Background: Playing computer-aided games could enhance children’s interest in learning about nutritional knowledge and eventually promote healthy dietary intake behavior.

Objective: This study aims to evaluate the effectiveness of a computer game (Healthy Rat King) in improving the knowledge on nutrition and junk food intake among preschool children in Taiwan.

Methods: This was a quasi-experimental study that utilized the computer game Healthy Rat King as the nutrition education tool. We recruited 104 preschool children (aged 5-6 years) from preschools in central Taiwan, who were assigned to either the experimental group (n=56) or the control group (n=48). In the experimental group, a 1-hour computer-based educational game intervention was included in the course for 4 consecutive weeks. The control group did not receive this intervention.

Results: The level of nutritional knowledge for children in the experimental group was significantly higher than those in the control group after 4 weeks ($P=0.002$). Furthermore, the frequency of consumption of chocolate, candies, and ice cream (high-calorie junk food) was reduced in the experimental group. There was also no significant difference in the consumption of candy and chocolate ($P=0.54$), ice cream and ice pops ($P=0.21$), cake ($P=0.92$), biscuit ($P=0.98$), soft drinks ($P=0.52$), and fruit juice and sugary drinks ($P=0.31$) between the 2 groups in the posttest.

Conclusions: Teaching using a computer game could improve children’s nutritional knowledge. However, the intake frequency of junk food among children in the experimental group showed no significant difference from those in the control group.

(JMIR Serious Games 2022;10(3):e33137) doi:10.2196/33137
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Introduction

Recently, nutrition-related problems in children, such as obesity, unbalanced diet, and high intake of junk food, have been an area of extensive focus among parents, child nutrition experts, and teachers on early childhood education. It has been reported that 93% of children intake packaged food, 68% consume sugary drinks more than once a week, and 53% intake foods that are high in fat, salt, calories, or sugar at least once a day [1]. Besides, a previous survey [2] showed that 21% of children in
Taiwan drink sugary beverage at least once a day, while 89% of children eat junk food.

The preschool age (ie, age 3-6 years) is an important period to set or correct the eating habits of children. The formation of eating habits not only impacts the individual’s food choices but also incurs the health, learning, and behavior problems [3]. Studies have shown that young children with malnutrition might have lower cognitive function scores, poor psychological development, reduced fine motor skills, and limited activity [3,4]. Importantly, the eating behavior (eg, food choices or motives) will impact the occurrence of diseases in the future. “Junk food” is unhealthy, as it is high in calories, fat, sugar, and salt. Further, it will increase the risk of malnutrition, obesity, cardiovascular diseases, high blood pressure, diabetes, and other chronic diseases [5]. Its regular consumption might also result in lower vitamins, minerals, and essential fatty acids that eventually affect the growth and development of children [3]. Therefore, it is very important to establish correct eating habits in the early childhood period.

For young children, nutrition education is an important tool in the preschool period. Implementation of nutrition education in preschools could well improve nutritional knowledge and eating habits of young children. Teachers in preschools conduct nutrition education sessions according to the interests and development of young children, and increase the participation and experience of young children in the teaching process [6].

Computer represents an important tool for learning. Computer games are novel and attractive to children. They gradually become their favorite because of their simple, convenient, vivid, interesting, entertaining, and challenging features [7]. Therefore, applying computer games as a teaching tool could help in the development of children’s cognitive abilities, interactive relationships, and operational skills [8]. As computer games combine entertainment with knowledge, the concept of learning while playing might achieve the purpose of education. Besides, a computer game could help with behavior development, character building, and skill development for children [8].

Many studies have used computer games to understand the relationship between children’s nutritional knowledge and eating behaviors [9-11]. Results of these studies have shown that computer games have a positive impact on children’s dietary intake, nutritional knowledge, attitudes, behaviors, and activity level [9-11]. Several studies indicate that after playing video games for 1-6 weeks, the children have a positive attitude toward healthy eating, make healthy food choices, and reduce their sugar consumption; additionally, their attitudes on nutrition and physical activity improved. These results support the use of educational computer games as viable tools to help young children improve their food knowledge and dietary behaviors [10,11].

However, some results show that computer games could not change children’s long-term eating behaviors. Although a short-term computer game intervention might improve children’s nutritional knowledge, it does not sufficiently impact their nutritional knowledge and actual eating behavior in the long term [9].

Thus, computer games could have positive effects on nutritional knowledge, dietary intake, attitudes, and behaviors of children [9,12]. Computer game is also an appropriate nutrition education tool to improve children’s attitudes toward food. One limitation of previous studies (eg, [9,11]) was that they primarily included children aged 8-13. As a result, less studies are available for preschool children. Nowadays, computer games are rarely used as a teaching tool in the preschools. We thus performed this study to evaluate whether computer games could enhance children’s learning motivation, computer games included in teaching activities are effective, and computer game–related product development are appropriate for preschool teachers. We will also evaluate the effects of educational games on children’s nutritional knowledge and junk food intake behaviors.

**Methods**

**Participants**

This was a quasi-experimental study. We recruited 104 preschool children (aged 5-6 years) from preschools in central Taiwan, who were assigned to either the experimental group (n=56) or the control group (n=48). In the experimental group, a 1-hour computer-based educational game intervention was included in the course for 4 consecutive weeks. The control group did not receive this intervention. Informed consent was obtained from the parents of the participating children.

**Computer Game Design**

For the Construct 2 course, an HTML5-based computer game (Healthy Rat King) was implemented as the auxiliary nutrition education tool for children in the experimental group. After installing the necessary software, the teacher just clicked the file named index.html, executed the computer game program, and then used the game to teach Construct 2.

**Background of the Healthy Rat King Game**

The Healthy Rat King game involves a situation in which a mouse hides from cats in the forest, while various foods appeared along the escape route to replenish its energy. If the mouse ate healthy foods, it earned 10 points and ran faster. By contrast, if it ate junk foods, it lost 5 points, gained “unhealthy” weight, and ran slower. The game gets over if the mouse is caught by the cat (usually with a low score) or if it reaches home without being caught (usually with a high score).

The goal of Healthy Rat King is to make young children understand foods that are healthy, while it also educates them about foods with high fat, high sugar, and high calorie content (junk food). Children can learn an important concept from this game: eating too much junk food can easily make one both fat and unhealthy. Thus, people should avoid eating too much junk food, and instead consume healthier food options.

Before performing the formal study, 12 children were selected for a pretest to evaluate the suitability of the computer game.

**Learning Sheet**

The nutritional knowledge status of all children was evaluated using the learning sheet before and 4 weeks after the intervention. This learning sheet was designed by the researcher.
(C-YY) and verified by 3 experts according to the purpose of the research, the appropriateness of the content of the inspection topic, and the clarity of the questionnaire. The learning sheet includes 3 major questions. The first and second questions were used to examine the children’s cognition on unhealthy and healthy food choices (ie, what are junk foods and healthy foods). The third question was used to examine children’s cognition on the influence of junk food intake on the body (ie, the effects of eating junk food on the body, such as easy to getting sick or obese). The full score on the learning sheet is 100 points.

**Questionnaire**

The questionnaire contains the background information (including age, gender, parental education level, parental occupation), dietary surveys, status of junk food intake frequency among preschool children, and the influence of computer game interventions on preschool children’s junk food intake (parent perceptions of the computer game teaching). The questionnaire was filled out by the parents of the preschool children. The reliability of the questionnaire is .90 (Cronbach α). The content validity of the questionnaire was reviewed by 3 experts.

**Study Process**

The experimental group received the computer game education for 1 hour once a week for 4 consecutive weeks. The content of the computer game education comprised 3 parts: children’s learning motivation (eg, picture book performance, music rhythm, finger ballad), development activities (computer game learning), and integration activities (group discussion).

In the first stage, a pretest of the computer game is conducted to check teaching contents in 2 preschool classes.

In the second stage, all participating children have to complete the pretest of the learning sheet before the computer game course intervention.

In the third stage, the researchers conduct computer game education courses for the experimental group once an hour every week for 4 consecutive weeks. Each course content included the derived motivation, development activity (playing the computer game), and group discussion. Children in the experimental group were divided into subgroups (4-6 children per subgroup). They take turns to play computer games in the classroom. The playing game status is recorded by researchers. By contrast, the children in the control group did not receive the computer game course intervention. They performed general theme curriculum activities (derived motivation, art or music, or physical development activity) and participated in group discussions.

In the fourth stage, all participating children have to complete the posttest of the learning sheet after the computer game course intervention. The diet surveys and the junk food intake frequency questionnaire were also filled out by the parents of participating children. The study’s flow diagram is illustrated in Figure 1.

**Figure 1.** Study flowchart.
**Statistical Analysis**

This study used SPSS for Windows (version 20.0; IBM, Inc.) for data analysis and statistics. Background data were subjected to descriptive statistics. The normality distributions of the data were analyzed by the Kolmogorov-Smirnov test, while a paired sample t test was used to compare the difference in nutritional knowledge scores and computer game scores between the pre- and posttest in the experimental group. It was also applied to compare the difference in nutritional knowledge scores between the pre- and posttest in the control group. The frequency of junk food intake among preschool children was described with the Bowker test of symmetry to compare the difference between the pre- and posttest. Differences in the frequency of junk food intake among preschool children between the experimental and control groups were determined using the chi-square test. The independent sample t test was used to compare the difference in nutritional knowledge scores between children in the experimental and control groups. A linear regression analysis was used to assess the relationship between the intervention (computer game course) and nutritional knowledge score after controlling for confounding factors (age, gender, parents education level, and parents occupation). A significance level of $P<.05$ was used for all tests.

**Ethical Considerations**

This study was exempt from research ethics review since it taught skills, and the effectiveness evaluation was conducted in a general teaching environment [13].

**Results**

Table 1 presents the demographic characteristics of the participants. Overall, there were more children with second birth ranking. Most fathers and mothers had a college degree.

Table 2 shows the computer game scores earned by the preschool children. The mean score was 25 (SD 23), 30 (SD 29), 38 (SD 33), and 37 (SD 25) in the first, second, third, and fourth weeks, respectively. Compared with the first week, a significant increase on game scores was noted in the third ($P=.02$) and fourth ($P<.001$) weeks. About 75% (42/56) of preschool children liked the computer game course very much, 13% (7/56) liked computer games, and only 5% (3/56) disliked the games.

Table 3 presents the nutritional knowledge scores of the preschool children. We used a learning sheet to evaluate the nutritional knowledge of preschool children. The mean pre- and posttest scores of the experimental group were significantly higher than those in the control group ($P=.26$ and $<.001$ for pre- and posttest, respectively). Furthermore, nutritional knowledge scores of the experimental group were significantly higher than those of the control group in the posttest ($P=.002$).

Table 4 shows the frequency of junk food intake between the experimental and control groups. Junk foods such as candies, soft drinks, cookies, cakes, packed snacks are unhealthy, as they are high in calories, sugar, and fat, but have little dietary fiber, protein, vitamin, minerals, or other important nutritional elements. There was no significant difference in the frequency of consumption of candy and chocolate ($P=.50$), ice cream and ice pops ($P=.48$), cake ($P=.60$), biscuit ($P=.72$), and soft drinks intake ($P=.70$) between the experimental and control groups; however, consumption of fruit juice and sugary drinks showed a significant difference between the experimental and control groups in the pretest ($P=.02$). There was also no significant difference in the consumption of candy and chocolate ($P=.54$), ice cream and ice pops ($P=.21$), cake ($P=.92$), biscuit ($P=.98$), soft drinks ($P=.52$), and fruit juice and sugary drinks ($P=.31$) between the 2 groups in the posttest.

Table 5 presents the relationship between the computer game course intervention and the nutritional knowledge score. The computer games intervention was significantly related to the improvement of children’s nutritional knowledge ($P=.001$).

Following the intervention, the percentage of children who refused to eat junk food was significantly higher than those in the pretest ($P=.01$); additionally, the percentage of parents encouraging junk food as a reward was significantly lower than the pretest ($P<.001$). Most parents (41/56, 73%) agreed that the computer game can improve their children’s nutritional knowledge, reduce the frequency of junk food intake, and improve dietary behavior. Importantly, the intake frequencies of candy and chocolate as well as ice cream and ice pops decreased in the experimental group after the computer game intervention. The top 3 junk foods among the participating children were biscuits, candy and chocolates, and juice and sweetened beverages (data not shown).
Table 1. Descriptive characteristics of participants.

<table>
<thead>
<tr>
<th>Variable and item</th>
<th>All (n=104)</th>
<th>Experimental group (n=56)</th>
<th>Control group (n=48)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>5.14 (0.27)a</td>
<td>5.13 (0.31)</td>
<td>5.15 (0.23)</td>
<td>.67</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.38</td>
</tr>
<tr>
<td>Male</td>
<td>34 (60.7)</td>
<td>25 (52.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>22 (39.3)</td>
<td>23 (47.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Birth ranking, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.33</td>
</tr>
<tr>
<td>First</td>
<td>22 (39.3)</td>
<td>21 (43.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second</td>
<td>30 (53.6)</td>
<td>20 (41.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Third</td>
<td>4 (7.1)</td>
<td>7 (14.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational degree of the father, n/N (%)a</td>
<td>46/102 (45.1)</td>
<td>29/55 (52.7)</td>
<td>17/47 (36.2)</td>
<td>.32</td>
</tr>
<tr>
<td>High school or below</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College</td>
<td>50/102 (49.0)</td>
<td>23/55 (41.8)</td>
<td>27/47 (57.4)</td>
<td></td>
</tr>
<tr>
<td>Graduate school or above</td>
<td>6/102 (5.9)</td>
<td>3/55 (5.5)</td>
<td>3/47 (6.4)</td>
<td></td>
</tr>
<tr>
<td>Educational degree of the mother, n/N (%)a</td>
<td>39/103 (37.9)b</td>
<td>24/55 (43.6)</td>
<td>15/48 (31.3)</td>
<td>.14</td>
</tr>
<tr>
<td>High school or below</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College</td>
<td>58/103 (56.3)</td>
<td>30/55 (54.5)</td>
<td>28/48 (58.3)</td>
<td></td>
</tr>
<tr>
<td>Graduate school or above</td>
<td>6/103 (5.8)</td>
<td>1/55 (1.8)</td>
<td>5/48 (10.4)</td>
<td></td>
</tr>
</tbody>
</table>

*aSome participants are single parents.

Table 2. The computer game scores of the preschool children.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Score</th>
<th>t value (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>First week, mean (SD)</td>
<td>25 (23)</td>
<td>N/A^a</td>
<td>N/A</td>
</tr>
<tr>
<td>Second week, mean (SD)</td>
<td>30 (29)</td>
<td>-1.11 (55)</td>
<td>.27</td>
</tr>
<tr>
<td>Third week, mean (SD)</td>
<td>38 (33)b</td>
<td>-2.4 (55)</td>
<td>.02</td>
</tr>
<tr>
<td>Fourth week, mean (SD)</td>
<td>37 (25)c</td>
<td>-2.98 (55)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

^aN/A: not applicable.
^bThird week > first week.
^cFourth week > first week.

Table 3. The scores of nutritional knowledge.

<table>
<thead>
<tr>
<th>Variable</th>
<th>All</th>
<th>Experimental group (n=56)</th>
<th>Control group (n=48)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pretest, mean (SD)</td>
<td>80 (15)</td>
<td>81 (16)</td>
<td>78 (14)</td>
<td>.26</td>
</tr>
<tr>
<td>Posttest, mean (SD)</td>
<td>85 (14)</td>
<td>89 (10)</td>
<td>80 (15)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Posttest-pretest, mean (SD)</td>
<td>5 (12)</td>
<td>8 (12)</td>
<td>1 (10)</td>
<td>.002</td>
</tr>
</tbody>
</table>
Table 4. Frequency of junk food intake between the experimental (n=56) and control (n=48) groups.

<table>
<thead>
<tr>
<th>Variable and group</th>
<th>&lt;1 time/month, n (%)</th>
<th>1-3 times/month, n (%)</th>
<th>&gt;1 time/week, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pretest</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Candy and chocolate</strong></td>
<td></td>
<td></td>
<td></td>
<td>.50</td>
</tr>
<tr>
<td>Experimental</td>
<td>16 (29)</td>
<td>19 (34)</td>
<td>21 (38)</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>9 (19)</td>
<td>19 (40)</td>
<td>20 (42)</td>
<td></td>
</tr>
<tr>
<td><strong>Ice cream and ice pops</strong></td>
<td></td>
<td></td>
<td></td>
<td>.48</td>
</tr>
<tr>
<td>Experimental</td>
<td>22 (39)</td>
<td>25 (45)</td>
<td>9 (16)</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>14 (29)</td>
<td>23 (48)</td>
<td>11 (23)</td>
<td></td>
</tr>
<tr>
<td><strong>Cake</strong></td>
<td></td>
<td></td>
<td></td>
<td>.60</td>
</tr>
<tr>
<td>Experimental</td>
<td>33 (59)</td>
<td>21 (38)</td>
<td>2 (4)</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>24 (50)</td>
<td>21 (44)</td>
<td>3 (6)</td>
<td></td>
</tr>
<tr>
<td><strong>Biscuit</strong></td>
<td></td>
<td></td>
<td></td>
<td>.72</td>
</tr>
<tr>
<td>Experimental</td>
<td>6 (11)</td>
<td>21 (38)</td>
<td>29 (52)</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>3 (6)</td>
<td>19 (40)</td>
<td>26 (54)</td>
<td></td>
</tr>
<tr>
<td><strong>Soft drinks</strong></td>
<td></td>
<td></td>
<td></td>
<td>.70</td>
</tr>
<tr>
<td>Experimental</td>
<td>36 (64)</td>
<td>15 (27)</td>
<td>5 (9)</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>27 (56)</td>
<td>16 (33)</td>
<td>5 (10)</td>
<td></td>
</tr>
<tr>
<td><strong>Fruit juice and sugary drinks</strong></td>
<td></td>
<td></td>
<td></td>
<td>.02a</td>
</tr>
<tr>
<td>Experimental</td>
<td>18 (32)</td>
<td>18 (32)</td>
<td>20 (36)</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>12 (25)</td>
<td>28 (58)</td>
<td>8 (17)</td>
<td></td>
</tr>
<tr>
<td><strong>Posttest</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Candy and chocolate</strong></td>
<td></td>
<td></td>
<td></td>
<td>.54</td>
</tr>
<tr>
<td>Experimental</td>
<td>20 (36)</td>
<td>21 (38)</td>
<td>15 (27)</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>13 (27)</td>
<td>18 (38)</td>
<td>17 (35)</td>
<td></td>
</tr>
<tr>
<td><strong>Ice cream and ice pops</strong></td>
<td></td>
<td></td>
<td></td>
<td>.21</td>
</tr>
<tr>
<td>Experimental</td>
<td>31 (55)</td>
<td>21 (38)</td>
<td>4 (7)</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>20 (42)</td>
<td>20 (42)</td>
<td>8 (17)</td>
<td></td>
</tr>
<tr>
<td><strong>Cake</strong></td>
<td></td>
<td></td>
<td></td>
<td>.92</td>
</tr>
<tr>
<td>Experimental</td>
<td>36 (64)</td>
<td>17 (30)</td>
<td>5 (9)</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>29 (60)</td>
<td>16 (33)</td>
<td>3 (6)</td>
<td></td>
</tr>
<tr>
<td><strong>Biscuit</strong></td>
<td></td>
<td></td>
<td></td>
<td>.98</td>
</tr>
<tr>
<td>Experimental</td>
<td>7 (13)</td>
<td>20 (36)</td>
<td>29 (52)</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>6 (13)</td>
<td>18 (38)</td>
<td>24 (50)</td>
<td></td>
</tr>
<tr>
<td><strong>Soft drinks</strong></td>
<td></td>
<td></td>
<td></td>
<td>.52</td>
</tr>
<tr>
<td>Experimental</td>
<td>36 (64)</td>
<td>13 (23)</td>
<td>7 (13)</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>27 (56)</td>
<td>16 (33)</td>
<td>5 (10)</td>
<td></td>
</tr>
<tr>
<td><strong>Fruit juice and sugary drinks</strong></td>
<td></td>
<td></td>
<td></td>
<td>.31</td>
</tr>
<tr>
<td>Experimental</td>
<td>22 (39)</td>
<td>22 (39)</td>
<td>12 (21)</td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>15 (31)</td>
<td>26 (54)</td>
<td>7 (15)</td>
<td></td>
</tr>
</tbody>
</table>

*aP<.05.
Discussion

Principal Findings

Our results show that children’s nutritional knowledge scores in the posttest were significantly higher than those in the pretest within the experimental group, whereas the scores of the control group were not significantly different between the pre- and posttest. This result shows that Healthy Rat King, an educational game, improves the nutritional knowledge of children. This result is consistent with findings from other studies that computer games could help children correctly distinguish between healthy and unhealthy foods, while also improving the nutritional knowledge of children [9,11,14,15]. The sound, light, audio, and visual effects of computer games could arouse learning motivation and interest among children. By integrating computer games into education, children can maintain their enthusiasm to learn. Computer games have been one of the important methods to arouse active learning motivation and encourage enthusiasm among learners [16].

There was no significant difference in junk food intake between the experimental and control groups in the posttest. However, among children in the experimental group, intake frequencies of both chocolate and ice cream and ice pops decreased after the intervention. Children preferred to eat healthy foods after playing the computer game, Healthy Rat King, suggesting positive changes in attitudes and behaviors. This result is similar to that of previous studies in which school-aged children who received a computer game education increased their consumption of vegetables, fruits, and other healthy foods, and reduced junk foods such as French fries, candy, chocolate, cakes, soft drinks, fried foods, and sugary drinks, compared with children who did not receive the computer game intervention [9-11,17,18]. The results of these studies clearly indicate that the application of computer games to nutrition education can effectively improve the eating habits and promote healthy behaviors among young children.

In the experimental group, the percentage of children who refused to consume junk food was significantly higher than that in the pretest, while parents’ use of junk food as a reward for children also decreased after the computer game intervention; however, there was no significant difference in the control group. This result shows that parents have made also some changes (reduction in the provision of junk food as a reward) in their children’s diet based on their children’s opinions (reject junk food). Young children’s eating behavior is affected by many factors, including physiological, experience, learning, and social factors. Among these factors, parent’s eating behavior and family dietary habits are the key to cultivating good eating habits and behaviors among preschool children. If the parents have a high intake of junk food or frequently offer junk foods to their children, then their children will also have these poor eating habits. Therefore, parental eating habits or family food provision has a significant influence on preschool children’s nutritional knowledge and eating behavior [11,19]. Although intake frequencies of candy and chocolate as well as ice cream and popsicles have decreased following the computer game intervention in the experimental group, there was no significant difference in junk food eating behavior between the groups in the posttest. To the best of our knowledge, the family’s eating habits directly impact those of children, and so they need a long time to develop their own eating habits. However, the computer game intervention period in this study lasted for only 4 weeks, which may explain the absence of significant difference in the junk food intake frequencies between these 2 groups in the posttest.

Studies have suggested that computer games can improve children’s nutritional knowledge attitudes and behaviors. However, computer games have some inherent problems. Playing computer games for a long time could easily cause eye fatigue, which leads to a decreased vision. Early childhood is an important stage for eye development, so children should avoid eye damage due to use the excessive use of computer for a long time. Although computer games enrich learning, it could also increase certain injuries [20]. For example, computer games may separate young children from useful gaming experiences (physical activity), reduce opportunities for developing social skills, and cause problems such as lack of social interaction. In addition, unhealthy types of computer games or game plots might be harmful to young children’s physical and mental development [20].

The results of this study show that the application of computer games in nutrition education for preschool children can effectively promote nutritional knowledge. This study can provide inspiration for the design of computer games and teaching tools suitable for preschool children.

Limitations

The computer game, Healthy Rat King, designed for the purpose of nutrition education is simple, cute, interesting, and fun. Although the game meets the psychological needs of children, some children face difficulties in using computers, which might lead to a bias in the computer game scores. Computer game designers may also be ignorant about the development status of children, which might complicate the gaming operations for children, and it might be beyond the abilities of some children. As motor development of preschool children is not mature, it might be harmful to young children’s physical and mental development [20].

The results of this study show that the application of computer games in nutrition education for preschool children can effectively promote nutritional knowledge. This study can provide inspiration for the design of computer games and teaching tools suitable for preschool children.

Limitations

The computer game, Healthy Rat King, designed for the purpose of nutrition education is simple, cute, interesting, and fun. Although the game meets the psychological needs of children, some children face difficulties in using computers, which might lead to a bias in the computer game scores. Computer game designers may also be ignorant about the development status of children, which might complicate the gaming operations for children, and it might be beyond the abilities of some children. As motor development of preschool children is not mature, somatosensory games could be integrated into computer games in the future.

In addition, the computer game play uses keyboard and mouse. Because the physical and cognitive development of preschool children is not mature, the physical and cognitive development of preschool children is not mature, somatosensory games could be integrated into computer games in the future.

Table 5. The relationship between computer game intervention and nutritional knowledge score.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficients</th>
<th>SE</th>
<th>95% CI</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nutritional knowledge scoreb</td>
<td>8.45</td>
<td>2.38</td>
<td>3.72-13.19</td>
<td>.001</td>
</tr>
</tbody>
</table>

aAdjustment for age, gender, parents education level, and parents’ occupation in the linear regression.

bPosttest-pretest score.

https://games.jmir.org/2022/3/e33137
children is immature at this age, maneuvering and using keyboard and mouse controls were not easy. Therefore, during the game, researchers can use stickers of different colors to be pasted on the keyboard or mouse, which is convenient for children to identify and operate the game.

In this study, the 4-week computer game intervention had a short-term effect on improving children’s nutritional knowledge and behavior changes. Another study also showed that short-term computer game intervention can increase nutritional knowledge; however, it might not be enough to greatly increase children’s nutritional knowledge and actual eating behavior in the long term [9]. Hence, a follow-up study will be performed to investigate which duration of the computer game intervention would change the long-term eating behaviors of children in the future. Moreover, the future research requires a larger sample size to understand the effectiveness of computer games in nutritional and health education for young children.

Conclusion
Teaching using a computer game could improve children’s nutritional knowledge. However, the intake frequency of junk food among children in the experimental group showed no significant difference from those in the control group in the posttest.
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Abstract

Background: With the advancements in the dental health care industry, the demand for dental technicians has increased. Dental technicians should be thoroughly assessed and trained in practical skills and pass professional certification examinations to ensure that they are competent to work closely with dentists. Unfortunately, such training courses and tests are in short supply worldwide. The use of virtual simulation technology can help solve these problems.

Objective: This study presents a new strategic framework design for a certified dental technician practical examination called as the certified Objective Manipulative Skill Examination of Dental Technicians (OMEDT), which is based on the Objective Structured Clinical Examination (OSCE). We present the development and validation of the OMEDT system, a new virtual simulated training system, to meet the demands of the OMEDT framework. The combination of OMEDT and the OMEDT system can solve the complex problems encountered in the certified dental technician practical examination with excellent efficiency, high quality, and low cost.

Methods: The OMEDT framework design was constructed according to the OSCE guide and the Chinese vocational skill standards for dental technicians. To develop the OMEDT system, we organized a new framework based on the virtual learning network platform, the haptic feedback system, and the real-time dental training and evaluation system. The effectiveness evaluation of the OMEDT system was divided into 2 phases: in the first phase, 36 students were recruited to use the test module to finish the task and their performance data were collected and analyzed; and in the second phase, a questionnaire was administered to 30 students who used the system for their studies and graduation exams.

Results: The OMEDT and the corresponding skill training virtual simulation OMEDT system were developed, and preliminary user evaluation was performed to assess their effectiveness and usefulness. The OMEDT system was found to improve students’ practical skills by training with the evaluation results. In addition, several key research topics were explored, including the effects of positive feedback of the knowledge of results on the improvement of the students’ skill level and the common sense transformation of educators in the virtual simulation technology environment.

Conclusions: The development of OMEDT and the OMEDT system has been completed and their effectiveness has been verified.

(JMIR Serious Games 2022;10(3):e36079) doi:10.2196/36079
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Introduction

The dental health care industry is a technically oriented discipline [1]. With the advancements in the dental industry, the demand for dental technicians has increased. Dental technology, which has originated from traditional dentistry, has become an independent field of study in China where students are trained in the latest technology of dental prostheses [2]. Skill is critical for the professional development of dental technicians, including the cognitive ability to apply theoretical concepts, professional psychomotor skills in dental technology laboratories, affective skills of communicating with dentists, and the responsibility of maintaining the prostheses quality. The skill level of a dental technician determines the quality of the denture processing, which then affects the success of the treatment. Unfortunately, relevant skill training courses incur high costs, as they require a significant capital investment in equipment and materials and high educator/student ratios to maintain close supervision [3-7]. Moreover, limitations in the development of dental technology are reflected by the lack of a robust certification system in the industry [8,9]. The certified dental technician (CDT) practical examination, which is the vocational assessment of dental technology education, is not conducted worldwide.

In light of the above limitations, the assessment of dental technology skills can be developed following the pattern of the stomatology professional certification practical examination. The Objective Structured Clinical Examination (OSCE) is a widely used strategy for the stomatology professional certification practical examination worldwide. Dental institutes in various countries, including China, use OSCEs for formative and summative assessments of students’ clinical competence [10-12]. OSCE is a tool used for evaluating performance in simulated environments; it consists of a series of standardized assessment stations, requiring students to perform several tasks based on clinical situations. Either standardized or alternative simulators are used. The examinees are assessed using the same stations and rating schemes within the same timeframes, and the examiners assess the examinees’ application of knowledge to practice [13]. Over the past few decades, OSCE has proven to be a valid and reliable tool for assessing all 3 learning domains of cognitive skills, psychomotor skills, and affective skills [11,14]. However, for dental technology students, OSCE is a complex, resource-intensive, and time-intensive assessment examination. Unlike dental clinical skills, skills associated with fabricating corrective devices and replacements require more process time, resources, semifinished products, etc. Thus, it is necessary to embrace new technologies, reset the strategic framework, create more immersive simulation environments, and transform OSCEs at the application level to meet the needs of CDT practice examinations.

Recent research studies [15,16] have found that virtual reality simulation technologies could create more immersive simulation environments and may positively affect dental education. The existing virtual simulation technology is mainly divided into the virtual learning network platform (VLNP), the haptic feedback system, and the real-time dental training and evaluation system (RDTES). VLNP is usually designed as a series of web-based skill training modules. It helps students grasp the operational essentials and improves cognitive ability and affective skills. Compared with virtual reality technology, VLNP is less realistic, but it has the advantage of being less expensive and can be built on serious game theories [15,16]. For developing a multimodule virtual simulation system, VLNP is a more suitable option considering the costs. Inexperienced dental technicians or students may be exposed to occupational hazards and risks, thereby threatening public safety. Such hazards can be avoided by using haptic feedback technology to build virtual training environments. Haptic interaction has been successfully applied in dental technology skill training to simulate specific tasks [17]. RDTES is a preclinical simulator that provides real-time image processing using 3D graphics and video recordings. Recent studies [18,19] have shown that if students see illustrations of their procedures, they can understand any inadequacies in their skills objectively and visually. However, another study [20] has shown that RDTES cannot wholly replace the feedback that educators give students during teaching activities. In RDTES technology, the inclusion and recording of educators’ assessments have always been an ongoing problem.

The advantages of virtual simulation technologies include safety, time saving, economic benefits, ethical benefits, increased frequency and relevance of training, and teaching error management [21-38]. The disadvantages include less realistic force feedback simulation, insufficient training content, and unquantified evaluation of the training results [39]. To meet the requirements of the CDT practical examination, many technical and structural issues need to be addressed. Unfortunately, although many attempts have been made to develop a dental simulator by different manufacturers for the psychomotor skills training of dental students, there has never been a system designed explicitly for the professional performance training of dental technology students and the CDT practical examination. Thus, this study presents a new strategic framework design for the CDT practical examination based on OSCE, called as the certified Objective Manipulative Skill Examination of Dental Technicians (OMEDT). Then, we present the development and validation of a new psychomotor skill training virtual simulation system, the OMEDT system, to meet the OMEDT framework’s demands. The OMEDT system is based on the VLNP–haptic feedback–RDTES (V-H-R) architecture, specifically for dental technology students and the CDT practical examination. Experiments were designed to evaluate the effectiveness of this system. The purpose of this study was to develop a new examination framework and the corresponding skill training virtual simulation system for dental technology students, evaluate the effect of the trainings through virtual simulation on dental technology students’ professional
performance during preclinical laboratory work, and discuss the possibility of utilizing virtual simulation technology in the CDT practical examination.

**Methods**

**Framework Design of OMEDT**

The OMEDT framework design was constructed in strict accordance with the OSCE:AMEE Guide [11,12] and the national vocational skill standards for dental technicians [40], which were presented by the National Health Commission of the People’s Republic of China. Based on the talent cultivation mode oriented by industry demand, most universities follow this standard in designing professional performance training strategies and curricula for their dental technology majors. This approach ensures that most universities’ dental technology graduates have the ability to pass the OMEDT and that graduates who pass the OMEDT are prepared to work in the industry.

For critical technologies with common characteristics in different technological processes, the design steps in this strategy have been deleted, combined, and supplemented. Moreover, as per the time taken to complete the technical processes, the examination is divided into short-term completion projects and long-term completion projects and the individual combination of the examination stations is determined by random draws. Based on the development concept of “combining virtual with the actual environment,” the OMEDT system must be used to complete the virtual simulation site in the OMEDT.

**Design and Compilation of the OMEDT System**

The OMEDT system was developed considering the following requirements:

1. Increase the opportunities of dental technology students’ professional psychomotor skills training.
2. Turn complex experiments into serious games to gradually acquire new problem-solving skills and domain knowledge.
3. Decrease the requirement of dental laboratory equipment and the waste of experimental materials due to inexperienced psychomotor skills.
4. Spend more time learning skills and less time waiting in line for faculty feedback, shortening the amount of time spent in the dental laboratory.
5. Establish an instructor–student technician communication mechanism that provides immediate feedback.
6. Analyze and store students’ training data and instructors’ comment data.
7. Cover the major process of dental technology’s curriculum and satisfy the demand of the CDT practical examination.

Based on the above considerations, the OMEDT system selected the following contents for module development in the first phase of the study: (1) prosthesis casting process simulation, (2) tooth morphology sketch design simulation, (3) removable partial denture (RPD) design (D-RPD) simulation, (4) esthetic dental photography and design simulation, (5) dies diagnostic simulation, and (6) tooth engraving haptic feedback simulation.

The structure of the data management module is designed to manage the above contents. The OMEDT system was developed with the Unity engine (Unity Technologies, Unity Pro) and the C++11 and C# 4.0 developing languages. The teeth data were collected by computed tomography and intraoral 3D scanning. AutoCAD 3ds Max was used to refine the shape of the geometric models. To achieve vivid physical simulation, the physical skeleton of the geometric environment was constructed. The gypsum blocks used for carving were modeled as triangle meshes. With the 6 degrees of freedom (6-DOF) haptic rendering software development toolkit provided by the State Key Laboratory of Virtual Reality Technology and Systems of Beihang University, we succeeded in simulating the operation process of tooth carving with force feedback [41,42].

**Performance Evaluation of the OMEDT System**

The performance evaluation of the OMEDT system was divided into 2 phases. Phase I consisted of user tests for specific modules. Phase II consisted of a questionnaire survey for long-term users.

**Phase I**

The OMEDT was initially designed as a whole life cycle training framework for promoting students’ professional performance. It consists of many different modules, including casting and D-RPD. A single student should undertake specific modules to train according to his or her learning progress. For the construction validity evaluation of the OMEDT system, the V-H-R architecture and the learning structure of students should be considered simultaneously. Test modules with high coverage in VLNPs and RDTES dimensions should be selected to perform experimental evaluation. Therefore, the D-RPD module was selected to perform the evaluation experiment. D-RPD is an important core content in dental technology majors, and the courses related to this content will last at least 3 semesters in the training plan, with wide coverage in the learning period. The data volume and data dimension in the D-RPD module are relatively full, which is a great challenge for the execution of the data management module. Experiments using this module can check the execution effect of VLNPs and RDTES in the V-H-R architecture at the same time. D-RPD is the most difficult core course for students of stomatology technology to fully master because of its complex content and the need for many instructors with extensive experience in D-RPD. The construction validity of the OMEDT can be fully illustrated by the verification of the difficulty levels in the modules.

In the first phase of the short-term system usability tests, 36 students majoring in dental technology were recruited to participate in the experiments, and they signed informed consent forms. To ensure the consistent level of expertise, all participants were from the same class at the College of Stomatology, Chongqing Medical University and received the same level of instruction in D-RPD theory. Before formal evaluation experiments, every participant received sufficient pretraining to become familiar with the OMEDT system and the testing module, including the use of computer equipment, software-related operations, etc. The completion of the pretraining is based on students being able to draw RPD designs by using various tools within the D-RPD module. Each student took 7 weeks to complete the formal evaluation experiments. The students were required to complete and submit the design of RPDs based on actual clinical cases with a D-RPD module.
per week. Students used their own personal computers to complete tasks in different network environments. These tasks were designed as additional assignments for the course. Students were told that completing these tasks would not give them extra points but would help them improve their design skills. Each design was scored by 2 experienced dental technology instructors with the testing module. The experiment was monitored by the OMEDT system developer team, which consisted of 3 technical support engineers and 1 dental technology instructor to deal with any potential system bugs. Data were collected from 2 dimensions: task completion time and task score. The D-Manager module was used to register and extract the original data and download it as a table. The data were analyzed using GraphPad Prism 8.0.

**Phase II**

In the second phase, 1 questionnaire was administered to 30 dental technology students who used the OMEDT system for a 1-year study and graduate examination. The questionnaire was designed to collect user feedback on using the OMEDT system, including the system’s efficiency improvement for learning and working, improvement of skills and theoretical knowledge, improvement of independent learning ability, and acceptance of using the system for examinations. This preliminary questionnaire was piloted using 10 students who did not participate in the main study to ensure the clarity of the questionnaire. On the basis of the feedback, a panel discussion was organized by 2 senior instructors to revise some ambiguous words that might cause misunderstanding, avoid 2-in-1 questions, and make the questions more concrete. Finally, 9 items were ascertained, among which the participants rated 8 items by using a 5-point Likert scale. An open-ended question was used to collect suggestions for the future development and limitations of the OMEDT systems in dental technology education. The data were analyzed using GraphPad Prism 8.0.

**Ethics Approval**

The research ethics committee of the Affiliated Hospital of Stomatology, Chongqing Medical University approved this study (COHS-REC-2022 [LSNo 080]).

**Results**

**OMEDT Framework**

The OMEDT is organized as a 1-day examination, divided into a half-day short assessment and a half-day long assessment. The short assessment consists of 4 compulsory stations and 2 random stations. The 4 compulsory stations are set to take 15 minutes to complete, the 2 random stations are set to take 45 minutes to complete, and the candidate transfer time between the stations is considered as 5 minutes. The long assessment consists of 1 random test station, which is set to take 3 hours to complete. Since the total time taken to complete the short and long assessments are almost the same and the time in each station in the short assessment is fixed, the candidates need to randomly draw lots before the OMEDT begins to determine their test station combination and test sequence for long and short assessments.

**OMEDT System**

The OMEDT system supports high-quality real-time 3D interaction. Multiple art resources are built into the system, including pictures, 3D models, and animations. To guarantee the rendering quality, the number of polygon meshes of a single scene can be up to 10 million polygons, and the resolution is less than 0.01 mm. In addition, the update frequency can be as high as 120 per frame. Bezier curve drawing, spline curve drawing, and other drawing tools are supported in the OMEDT system; the minimum error of drawing is not higher than 0.01 mm. The tooth-carving part of the OMEDT system is based on the Unidental haptic-based dental simulator 6-DOF haptic rendering, and the simulation of bimanual haptic feedback is provided for the students to practice hand, eye, and foot coordination. Based on the V-H-R architecture, the OMEDT system has 7 main modules: D-Casting, D-Sketching, D-RPD, D-Smile, D-Dies, D-Carving, and D-Manager. These modules are for prosthesis casting (D-Casting), dental sketching (D-Sketching), D-RPD, esthetic dental photography and design (D-Smile), dies diagnosis (D-Dies), tooth carving haptic feedback (D-Carving), and integrated management (D-Manager). These are standardized into 4 main professional performance training design layouts:

1. Process simulation based on the demand of dental laboratory technology in reality and the regularization theory framework of the serious game carried out on the VLNP (D-Casting).
2. Design simulation based on the clinical cases and the blended learning instantaneously, carried out on the VLNP (D-Sketching, D-RPD, D-Smile).
3. Diagnosis simulation based on the clinical prescription and the modular assembly random database, carried out on the VLNP (D-Dies).
4. Haptic feedback simulation based on hand-eye-foot coordination and the assessment of multiple dimensions, carried out on the Unidental haptic device (D-Carving).

An integrated management system (D-Manager) based on data recording/integration/analysis was used to manage 6 modules. It can assist instructors in completing lecture teaching/homework review/objective structured examination design/test release and other functions while supporting students to practice freely and carry on the RDTES. The VLNP and RDTES modules are recommended to be accessed using the latest version of Google Chrome. The haptic feedback module was developed by Unidental, a third-generation dental simulator developed by the Beijing Unidraw Virtual Reality Technology Research Institute Co Ltd (Figures 1-3).
**Figure 1.** Architectural design of the Objective Manipulative Skill Examination of Dental Technicians system. D-RPD: removable partial denture design; OMEDT: Objective Manipulative Skill Examination of Dental Technicians; RDTES: real-time dental training and evaluation system; VLNP: virtual learning network platform.

**Figure 2.** Architectural design of the Objective Manipulative Skill Examination of Dental Technicians and the corresponding modules in the Objective Manipulative Skill Examination of Dental Technicians system. CAD: computer-aided design; OMEDT: Objective Manipulative Skill Examination of Dental Technicians.

**Figure 3.** Unidental haptic feedback device mounted on the D-Carving module.
**D-Casting**

Unlike other virtual simulation systems or modules, D-Casting’s approach to design follows the theoretical framework of serious games. In addition, the fabrication of a complete reward/punishment mechanism was designed to increase interest in the operation, and game technology is used to demonstrate those processes that could not be observed in reality, which leads to intense and passionate involvement, goals that motivate, and rules that provide structure. More importantly, D-Casting makes it possible to include the prosthesis casting process in the CDT practical examination, because lengthy processes can be speeded up in simulation, unaffected by semifinished products or any impact of human interference, thereby eliminating the potential for fraud and ethical issues (Figure 4).

**Figure 4.** Application programming interface of D-Casting. A: Panorama of the virtual casting laboratory in D-Casting; B: Prosthesis casting process simulation in D-Casting.

**D-Sketching**

Combined with an ingenious dental deconstruction method, D-Sketching provides a new approach to learning dental morphology sketches for inadequately trained dental technology students in the art area. The real-time rendering engine fabricates a movable virtual platform for students. They can observe the tooth with the simulation of the light, analyze the light and dark tones on teeth, and perform omnidirectional exercises on sketching to improve their skills. The “tooth assembly mode,” based on dental deconstruction, is provided in D-Sketching. Students could use this module to finish the sketch without actual models based on mastering the morphology of the teeth. D-Sketching could help students build kinesthetic memories from sketching, review the dental anatomy from variable directions after rotation, and reconstruct by sketching. This process also conforms to Fitts and Posner’s seminal model, the most well-used and well-recognized theory of psychomotor skill learning with a long history of use in health care [43] (Figure 5).
**D-RPD**

Based on the clinical case database, D-RPD provides overall solutions for students and instructors. The traditional mode of written D-RPD instructions was abandoned. The virtual dies reconstructed by the scanner were integrated into the database. After students observed the virtual model in D-RPD, they used D-RPD to fabricate electronic instructions. Instructors use D-RPD to review electronic instructions, and scores and feedback can be given in a timely manner. D-RPD supports students in performing independent exercises anytime and anywhere and provides the possibility for large-scale D-RPD examinations (Figure 6).
**Figure 6.** Application programming interface of the removable partial denture design. A: Free practice mode in the removable partial denture design module; B: Random testing mode in the removable partial denture design module.

**D-Smile**

As per the American Academy of Cosmetic Dentistry [44], the whole process of dental macrophotography was simulated in D-Smile. The digital single lens reflex camera and the dental photography studio were disassembled in the simulation, and students could learn dental aesthetic photography techniques online without buying expensive equipment. Based on the teaching objectives, preoperative aesthetic design parts and clinical case databases were implanted into D-Smile. Similar to D-RPD, D-Smile supports students in performing independent exercises anytime and anywhere and provides the possibility for large-scale preoperative aesthetic design examinations (Figure 7).
**Figure 7.** Application programming interface of D-Smile. A: Panorama of a virtual oral photography studio in D-Smile; B: Oral digital aesthetic design based on facial features (referring to the accredited photography guide of the American Academy of Cosmetic Dentistry).

**D-Dies**

When the patient’s intraoral gypsum dies enter the dental laboratory workflow, they usually need to be diagnosed by experienced dental technicians first, to ensure that the accuracy of the gypsum dies meets the production requirements, which also is the basis of the cognitive skills of dental technology students. Defective virtual models are classified strictly by defect types and randomly assembled in the database according to the logical framework of the modular assembly. In D-Dies, the defect dies reconstructed haphazardly will be diagnosed by the students, and then an electronic specification will be formed according to the suggestions. Instructors use D-Dies to review the electronic instructions, and scores and feedback can be given in a timely manner. Likewise, D-Dies supports students in performing independent exercises anytime and anywhere and provides the possibility for large-scale examinations (Figure 8).
**D-Carving**

Owing to the tedious and complicated process of tooth carving and the limitations of labor and time, material cost, and safety, students have few opportunities to practice, and it is difficult for them to develop psychomotor skills. D-Carving is the first tooth carving training haptic system in the world. It uses a 6-DOF haptic rendering algorithm based on configuration optimization [42] to form stable multipoint interactions between the carving tool and the carving material within 1 millisecond. The system is equipped with different virtual tools such as dental ball drills, diamond needles, carving pens, and willow carving knives. D-Carving can simulate the texture of wax blocks, plaster, and other materials. The method of marching cube rendering based on a directed distance field and graphics processing unit acceleration can accurately simulate the dynamic change of the topological structure in material removal. The rendering accuracy reaches 0.1 mm to meet the training needs of fine-tooth carving. During the training, the standard control group can be added for comparison, and the evaluation module can be added (Figure 9).
D-Manager can publish tests and assessments for any module in the background and support the instructor in marking homework online. Multiple dimensions of training data were collected, including students’ training time in modules, students’ work files, scores given by various instructors to the same student, etc. All data are stored and analyzed on the server to form charts. Instructors and students can master the training progress and adjust the training frequency and training time by checking the chart’s data. Some VLNP parts of the OMEDT system can be used in iLab-x, which is the largest virtual simulation experiment online teaching center in China [45].

Experimental Results of System Effectiveness

Phase I

According to the design of performance evaluation, 33 students completed the 7-week practice task. Three students withdrew from the experiment for personal reasons; therefore, their scores were excluded from the statistical analysis. Owing to a system error in the D-Manager module in the first week, the task completion time data in the first week failed to be collected.
The resulting complete data set included the scores of the 33 students who had practiced D-RPD for 7 consecutive weeks, as well as task completion times for the next 6 weeks. Paired t test analysis was performed on the score-dimension data set, with the mean scores of the first 2 weeks as the pretest and the mean scores of the last 2 weeks as the posttest. Since the time consumption was not normally distributed, the time consumption data of the second week at the beginning of the test were used as the pretest, and the average time consumption data of the last 2 weeks were used as the posttest. Mann-Whitney analysis was performed on the time-dimension data set. The results of the complete data set analyses are shown in Figure 10 and Figure 11.

The results showed significant differences and fluctuations in the average scores. For the first 4 weeks, it was 85.65 out of 100. For the fifth week, it fell slightly to 79.60. At this stage, students reported some irritability such as feeling more stressed and less novelty in web-based work and more tough training exercises in the last 3 weeks. However, this finding was expected at the beginning of the design. Students’ scores rebounded after they were given proper rest and educator incentives to continue with the exercise program. For the last 2 weeks, the average score rose above 91.15. The time consumption curve was highly complementary to the score curve. In the trough of the score curve, the time consumption curve reached its peak. The data of the 2 dimensions provide cross-evidence for educators to observe students’ learning progress. At the same time, the data set supports hierarchical real-time observations from the individual to group to class dimensions and enables educators to identify areas of time consumption that were centrally distributed among the testers. Most participants in this experiment took 30-40 minutes to complete 1 D-RPD assessment. Statistical analysis of the score-dimension data set showed that students’ D-RPD scores increased significantly after the D-RPD exercise ($P=0.002$). The results of the statistical analysis of the time-dimension data set showed that the time consumed by the students on a single task increased significantly after the D-RPD exercise ($P=0.04$).

Figure 10. Experimental results of the removable partial denture design (score dimension). A: Average time consumption of the removable partial denture design assessment (33 students in 7 weeks); B: Removable partial denture design assessment score of a sample team (6 students in 7 weeks); C and D: Paired t test analysis results of the score-dimension data set, $P=0.002$. D-RPD: removable partial denture design.
Figure 11. Experimental results of the removable partial denture design (time dimension). A: Average time consumption of the removable partial denture design assessment (33 students in 6 weeks); B: Time consumption of the removable partial denture design assessment of a sample team (6 students in 6 weeks); C: Distribution of the removable partial denture design assessment completion (33 students in 6 weeks, mean [SD]); D: Paired Mann-Whitney analysis results of the time-dimension data set \((P = .04)\). D-RPD: removable partial denture design.

Phase II

According to the design of performance evaluation, 28 of 30 students (93\% response rate) completed the questionnaire and their responses were determined to be valid. In this study, Cronbach \(\alpha\) was .980, suggesting that the reliability and the internal consistency of the statistics were sufficient. Obviously, all indicators exceeded the pass mark, proving the effectiveness of the system. Table 1 shows the mean (SD) score on each item. In the open-ended questions, some students reported that systems were sometimes difficult to connect. However, investigations revealed that these problems were mainly due to errors, as users did not clear their browser cache in time. Other students reported the effectiveness of instructor supervision in the use of the system and felt that instructor supervision facilitated their completion of practice tasks. Moreover, mainly students with better practical skills but poorer performance in theory exams approved the system’s facilitation of skills exams because they felt that OMEDT and the OMEDT system could more fairly evaluate their abilities.

Table 1. Feedback from long-term users of the Objective Manipulative Skill Examination of Dental Technicians system.

<table>
<thead>
<tr>
<th>Item</th>
<th>Mean (SD)</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td>The OMEDT system helps me to learn more efficiently.</td>
<td>4.14 (0.990)</td>
<td>−1.479</td>
</tr>
<tr>
<td>The OMEDT system can help me to be more efficient in my future work.</td>
<td>4.10 (1.047)</td>
<td>−1.423</td>
</tr>
<tr>
<td>The OMEDT system has improved my theoretical knowledge.</td>
<td>3.79 (1.177)</td>
<td>−0.982</td>
</tr>
<tr>
<td>The OMEDT system has improved my practical skills.</td>
<td>4.00 (1.035)</td>
<td>−1.038</td>
</tr>
<tr>
<td>I was able to use the OMEDT system to study independently without being asked to do so by the instructor.</td>
<td>4.14 (1.060)</td>
<td>−1.840</td>
</tr>
<tr>
<td>I may use the system to review in the future in case of interim work or exams.</td>
<td>4.10 (0.939)</td>
<td>−1.607</td>
</tr>
<tr>
<td>The OMEDT system is beneficial for dental technicians.</td>
<td>4.14 (0.990)</td>
<td>−1.479</td>
</tr>
<tr>
<td>I am willing to take the practical skills exam using the OMEDT system.</td>
<td>4.10 (1.047)</td>
<td>−1.423</td>
</tr>
</tbody>
</table>

OMEDT: Objective Manipulative Skill Examination of Dental Technicians.
Discussion

Principal Findings

Dental technology is characterized as an interface between disciplinary knowledge and the field of professional practice. The teaching, learning, and assessment of dental technology should facilitate connecting discipline-specific theory to laboratory-based practice to the design and fabrication of prostheses. The professional skills necessary to perform such work must be rigorously assessed and periodically examined after certification is obtained to ensure that the practitioner’s performance level is always able to meet the needs of the industry. This is the essence of the CDT practical examination. Unfortunately, conducting the CDT practical examination is a global problem. The United States does not have a national certification system for dental technicians. The title of CDT is necessary for educating prospective CDTs and to manage a certified dental laboratory. This is obtained by passing the CDT examination, including written and practical examinations, offered by the National Board for Certification in Dental Laboratory Technology established by the National Association of Dental Laboratories [46]. The United Kingdom has certifications for dental technicians and clinical dental technicians but does not have the CDT examination [47]. New Zealand has a certification, including a written examination for dental technicians, which is obtained by passing the New Zealand Dental Technology Registration Examination offered by the Dental Council [48]. In China, to qualify as a CDT, one must pass the CDT examination provided by the Ministry of Health and Welfare [40]. As in the United Kingdom, this is a written examination only. It is challenging to organize a real material-based examination for test purposes. For example, the whole casting process of metal crown fabrication usually needs more than 12 hours. Owing to the long preparation time and expensive material consumption, it is difficult for the CDT practical examination institutions to prepare semifinished casting products for each candidate. The examination results largely depend not on the professional performance of the candidates but also on the quality of those semifinished casting products. Considering the potential for fraud and ethical issues, it is unacceptable to examine the final product’s quality only or send the material package and require candidates to prepare semifinished products themselves for the CDT practical examination (which is the American plan) [46].

Some possible solutions based on virtual simulation technology have been applied in dental education. Liu et al [49,50] reported that the application of VLNP and RDTES demonstrated some promising features for students’ training in preclinical operative and ceramic crown preparation. Osnes et al [51] reported applying a haptic device (Simodont, Nissin Dental Products Europe BV) in the prosthetics and endodontics areas separately. Different studies [52,53] have shown that Simodont significantly improves students’ psychomotor skill performance in these areas. Studies [54-56] have shown the application of a haptic device named Virteasy Dental, and the training of psychomotor skills by using Virteasy Dental can be extended to the fields of implantology and endodontics. Considering the association between dental technology and the stomatology specialty, the performance of virtual simulation technology in dental technology education can be optimistically predicted.

The limitation of the existing virtual simulation products is that most of them are aimed at a single discipline in stomatology. Haptic devices and VLNP and RDTES are separate and lack integration. Moreover, there are no well-known educational or examination standards for dental simulators or associated exercises [20,39,57]. When virtual simulation technology was attempted for the CDT practical examination, existing products were unfortunately not targeted. The OMEDT system, as the world’s first virtual simulation system based on professional requests for dental technology studies, can fill the gap of virtual simulation education in dental technology. Virtual simulation technology limits the length of time in a single examination station, and the V-H-R architecture ensures the diversity in the examination content. The examination mode based on OSCE ensures that students’ professional skills are assessed completely. The effectiveness of OMEDT and the OMEDT system was verified by student evaluations. Most of the students gave positive comments on the usefulness of the OMEDT system for their studies and examinations and believed that the OMEDT system helped them evaluate their professional ability more fairly and comprehensively. Further, students expressed a strong desire for self-directed learning and continuing education during work, demonstrating that the OMEDT system can be used as part of the CDT practical examination.

The V-H-R architecture (1 program module) of OMEDT can be used for multiple curricula. For example, D-RPD can be used as a tool by educators to demonstrate and explain the Kennedy Classification during theory lectures on removable denture technology. D-RPD can also be used as a tool by educators to present and explain the design of RPDs or by students to complete the design task of the RPD during their experimental classes on RPD technology. Further, D-RPD can be used as a tool by students during their internship and graduation to practice freely and as a tool for instituting graduation exams. The OMEDT system can be used by students from their first exposure to professional knowledge and continue to be used in the final vocational examination, which could help unify teaching objectives and examination standards. Thus, the OMEDT system is an integrated solution for the CDT practical examination. China may eventually be able to institute a formal CDT practical examination based on the OMEDT system.

Our study also extends the concept and application of RDTES technology. Traditionally, RDTES devices are often described as 2D or 3D image acquisition devices [58] that record and store the working process of students by using a simulator [59]. Whether this technology actually improves dental students’ cognitive ability and psychomotor skills is still as matter of debate. In the field of dental technology education, the practical significance of this technology is weakened, because most of the operations involved in the dental laboratory are not independent, but rather need as many as a dozen processes—a total time of approximately 5-7 days is required. This is part of the reason that the dental virtual simulator cannot be directly used in dental technology, as mentioned in the previous discussion. Considering the characteristics of dental technology specialties, it is important to evaluate and observe students in...
real time from the knowledge of the results [58] dimension and reconstruct the concept and logic of RDTES technology in the field of dental technology. According to “A scavoping review of simulation-based dental education” by Dr Higgins [60], the training of aspiring dentists by using simulation-based technology can be done in phases. These phases include briefing, simulation, feedback, debriefing, reflection, and evaluation. Diversity in students’ learning styles and motivation is the crucial challenge that course designers face. The RDTES part of the OMEDT system draws on and develops this teaching theory. In addition to the traditional RDTES design, the application of the OMEDT system in teaching practice provides a new evaluation idea for the process evaluation of skills. In conventional dental education, especially in the cultivation of skills, educators are more inclined to evaluate students’ skills based on the results. The limitations and inaccuracies of this evaluation standard are apparent. The OMEDT system provides educators with the perspective of growth curve observation, carries out the process assessment of students’ psychomotor skills, and can be predicted to be more helpful for cultivating students’ psychomotor skills. Educators can more easily make timely adjustments and provide prompt responses during long large-scale training sessions. This will be a new dimension of evaluation of the knowledge of results. This can be illustrated briefly by the application of D-RPD. In the general pedagogical experience, the knowledge point of D-RPD has been set in the concept that 3 class exercises were enough. However, the growth curve analysis provided by the OMEDT system led to other conclusions. It takes more than 5 rounds of continuous design training to show the training effect, which suggests that educators may need to adjust the setting of courses or change the routine habit of assessments. Meanwhile, the observation perspective based on the time dimension of D-Manager helps educators pay timely attention to students’ learning motivation and feedback in the continuous task. For example, in the fifth week, the completion time increased significantly. At the same time, the average score decreased, suggesting that educators should pay attention to and adjust the task’s difficulty or find the possible problems in students’ learning. The time dimension also references the formulation of OMEDT’s section time. For example, the validity evaluation experiment of D-RPD suggests that most students can complete a D-RPD within 30-40 minutes, which is reflected in the architectural design of the OMEDT station (D-RPD station is set at 45 minutes). The introduction of the OMEDT system in the dental technology curriculum and the utilization of its data to stratify dental technology students and predict their psychomotor skill performance provide the opportunity to tailor the learning process to meet the individual diversity in students’ expertise and allow students to work at their own pace. In this context, the major core curriculum of dental technology could provide an education that leads to the optimal performance of each student. Computer engineers play an indispensable role in the development of new systems. In the process of the experiments, the engineers helped to maintain the system during running time and to collect training data. In addition, the engineers could help students develop good habits of virtual simulation technology application (such as timely cleaning of browser cache), so that students can use the system to study and test more smoothly.

Limitations and Future Work

The main limitation of this study is that owing to time limitations, a comprehensive effectiveness evaluation was not performed for all modules of the OMEDT system. This limitation will be addressed in subsequent studies. In addition, some modules of the OMEDT system were found to have room for improvement in teaching practice. These modules will be improved in the subsequent research plan. OMEDT and the OMEDT system mainly examine the cognitive ability and psychomotor skills in professional performance but not the emotional skills of the dental technicians. The empathy and communication ability of dentists and dental technicians are important factors that determine the success rate of oral clinical treatment. OMEDT and the OMEDT system should continue to develop and explore the scope of this framework in the field of dental interprofessional education. In the future, the development of a professional performance training system for students with stomatology and dental technology majors should be further discussed. The practical application of interprofessional education in dental health education will become the research frontier in the future.

Conclusion

As the world’s first virtual simulation system for dental technology education, the OMEDT system integrates 3 existing virtual simulation technologies, that is, VLNP, a haptic interaction, and RDTES. In a virtual environment that saves cost, resources, and manpower, the OMEDT system provides students with a “virtual laboratory” for repeated independent practice. Large-scale data collection provides and validates new dimensions for educators to observe students’ professional performance in experimental teaching activities, which is of positive significance to the assessment of students’ learning process. The OMEDT system has positive potential as an overall solution to the CDT practical examination. In the future, we will improve OMEDT according to the collected data and conduct more experiments to evaluate the training effectiveness of other modules in the OMEDT system.
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Abstract

Background: The COVID-19 pandemic outbreak has led to a sudden change in education, closing schools and shifting to online teaching, which has become an enormous challenge for teachers and students. Implementing adequate online pedagogical approaches and integrating different digital tools in the teaching process have become a priority in educational systems. Finding a way to keep students’ interest and persistence in learning is an important issue that online education is facing. One possible way to establish engaging and interactive learning environments, using the energy and enthusiasm of students for educational purposes, is the use of game-based learning activities and gamification of different parts of the educational process.

Objective: This paper presents a use case of migrating an escape room–style educational game to an online environment by using the design thinking methodology. We wanted to show that the design thinking methodology is useful to create engaging and motivating online games that provide educational value.

Methods: Starting from students’ perspective, we created a simple digital escape room–style game where students got an opportunity to self-assess their knowledge in computer science at their own pace. Students tested this prototype game, and their opinions about the game were collected through an online survey. The test's goal was to evaluate the students' perceptions about the implemented digital escape room–style educational game and gather information about whether it could achieve students' engagement in learning computer science during online teaching.

Results: In total, 117 students from sixth and seventh grades completed the survey regarding the achieved student engagement. Despite the differences in students’ answers about game complexity and puzzle difficulty, most students liked the activity (mean 4.75, SD 0.67, on a scale from 1 to 5). They enjoyed the game, and they would like to participate in this kind of activity again (mean 4.74, SD 0.68). All (n=117, 100%) students found the digital escape room–style educational game interesting for playing and learning.

Conclusions: The results confirmed that digital escape room–style games could be used as an educational tool to engage students in the learning process and achieve learning outcomes. Furthermore, the design thinking methodology proved to be a useful tool in the process of adding novel educational value to the digital escape room–style game.

(JMIR Serious Games 2022;10(3):e32095) doi:10.2196/32095
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Introduction

Education and teaching nowadays are shifting to a learner-centered approach and skill development where a teacher guides students in the learning process, enabling them to progress at their own pace, considering different students’ learning styles. Different digital tools and learning paradigms are often included in the education in order to increase the quality of achieved learning [1].

The outbreak of COVID-19 has led to a sudden change in education. More than a billion students worldwide have been affected by school and university closures due to the COVID-19 pandemic [2,3]. The affected number of students equals around 90% of the world’s enrolled students [2,4].

This situation has led shifting to online teaching, which has become an enormous challenge for teachers and students. There has been a remarkable rise in e-learning, whereby teaching is undertaken remotely and on different digital platforms [5]. Teachers have been facing a big challenge in how to adapt teaching materials and methodologies to an online environment. Achievement of educational goals, planning online activities, keeping students’ interest and motivation, and assessing gathered knowledge and skills are just some of the issues that teachers have been dealing with [6].

The transitioning period from regular to remote and online teaching created an urgency for teachers’ proficiency in digitalization [7]. Students are skilled in taking part in digital lessons, but teachers’ development in that sense turns out to be a lot more difficult [8]. Teachers had to become aware of synchronous and asynchronous learning, their characteristics, the benefits and, most importantly, the necessity to combine both to have quality online education.

To achieve necessary flexibility in teaching and learning in an online environment, detailed planning of all activities that should be implemented is needed. Particular focus must be on selecting the appropriate strategies and digital tools that can be used, considering the limited time for a virtual classroom activity. To have more time for tasks acquiring higher-order thinking skills (problem solving, case analysis, or project development) during virtual classes, teachers should plan different asynchronous activities using the flipped classroom approach [9].

A flipped classroom is a pedagogical approach where direct instruction is transferred from the collective learning space to the interactive individual learning space [10]. It proposes to carry out certain learning processes outside the classroom and use the virtual classroom to enhance the learning process by applying the knowledge and concepts creatively [11]. The potential of this approach lies in the fact that the time invested in explaining the subject through lectures can be designated as work that the students can do at home using video recordings, a narrated presentation, text writings, or self-paced games. Thus, teachers can spend more time promoting interaction in the classroom, guaranteeing higher understanding, and reinforcing the content. Asynchronous activities after the virtual class should be designed to reflect on the learning and to empower students’ knowledge and skills. They can refer to different activities, such as additional research, solving nonroutine problems, and students’ self-assessment. This approach, gaining in popularity, has seen its value grow in the context of forced social distancing, like the situation we are facing during the pandemic.

Finding a way to keep students’ interest and persistence in learning is an important issue that online education is facing, especially during asynchronous activities. It is obvious that this educational change must be tied to the tools and resources students use in their everyday lives. Proper integration of such tools and resources during the learning can increase students’ interest and motivation in the educational process.

Students’ engagement plays a significant role in their achievement within the student-centered learning process [12]. With governments interested in measuring students’ outcomes [13] and findings that student engagement can act as a proxy for quality [14], a clear understanding of student engagement becomes essential. Student engagement is a complex process that brings together diverse research threads contributing to student success explanations [15]. It can lead to the acquisition of long-lasting knowledge and skills necessary for living in this constantly changing world.

One possible way for establishing engaging and interactive learning environments, using students’ energy and enthusiasm while playing games for educational purpose, is the use of game-based learning activities and gamification of different aspects of the educational process.

Educational games increase students’ engagement in the learning process. Digital educational games can create new types of interactive learning experiences by combining both game design and instructional design approaches. These interactive learning experiences can increase students’ engagement and speed up the process of achieving learning outcomes in the digital learning environment, similar to the way this is achieved in the face-to-face learning environment [16].

According to Sung and Hwang [17], digital games enable problem-solving, decision-making, and strategic planning skills. By using games, new and powerful learning methods in the classroom can be created [18]. By using games, students explore, question, discover, create, and evaluate essential skills that should be acquired. Analysis of engagement in games can provide valuable insights into game mechanisms that can then be applied to games for learning [19].

Gamification, achieved by adding game elements, such as reward and competition during the learning process, provides visible incentives for students’ behavior and can increase cognitive load and achievement levels [20]. It can support learning by providing collaboration and self-guided study and increasing motivation, engagement, creativity, and retention [21]. Although gamification and game-based learning are often considered to be synonyms, these 2 concepts are distinct. Game-based learning refers to adopting a game as an educational tool for learning a specific subject in this context. In contrast, gamification is an educational strategy based on game elements in the learning process [22]. Technology-enhanced game-based learning and gamification can increase positive educational results, especially in challenging learning environments [23-25].
The implementation of learning scenarios that use technological resources in and out of distance learning environments face different challenges. It is challenging to match successful games to the curriculum and to use them in the educational process [26]. To achieve valuable integration of games in education, teachers need to connect pedagogical approaches and entertainment [1]. Using interesting games, with features popular among students, for the development of a fun, educational game that leads to the achievement of learning outcomes is a possible approach. For example, a mobile-based treasure hunt educational game using augmented reality [27,28] can improve learning experiences by providing active discovery of facts and balancing physical and digital interactions [29]. To encourage the use of games in learning, it is essential to develop an understanding of the tasks, activities, skills, and operations that the games can offer and examine how these match desired learning outcomes while providing a positive learning experience [30]. Most of the games’ usage in the educational process is related to knowledge acquisition and content understanding [31].

An escape room is 1 of the games that are becoming extremely popular among students in the past decade. It is a game where a team of players discovers clues, solves puzzles, and accomplishes tasks in 1 or more rooms to progress and accomplish a specific goal in a limited amount of time [32]. To win the game (“escape”), the players must solve the challenges (puzzles) using hints and clues and developing a strategy [11]. To make this kind of game educational, questions concerning course material can be incorporated within the puzzles. Students then will have to master the material to succeed in the game, which will enhance their learning and increase their interest and engagement in learning [33]. In this way, educational escape room games can improve the skills of students [34]. Escape rooms test the players’ problem-solving, lateral thinking, and teamwork skills by providing various puzzles and challenges, making this game perfect for implementation in an educational context [35]. Incorporating educational elements within the challenges leads to achievement of educational goals and increase in students’ motivation and interest in learning [36,37].

Educational escape room games are a new type of learning activity with the promise of enhancing students’ learning through highly engaging experiences [25]. Escape rooms have drawn educators’ attention due to their ability to foster teamwork and creative thinking in an engaging way for students [33,38]. By adding learning activities to the story in a meaningful way, these escape room games can create memorable learning experiences that cannot be replicated by typical classroom activities [35,39].

Educators have introduced so-called escape room games into their teaching or training practices to solve educational content puzzles [40]. An escape room game contextualizes educational content into a meaningful and inspiring experience based on game-based and collaborative learning [39]. This approach has been used for various subjects [41-43] and various educational process levels [25,44,45].

Developing an escape room in a digital environment suitable for online learning [46,47] is the latest trend in this context. This faces additional challenges because it has to be set up in an online environment, but considering that there are no physical limitations, it can involve a large number of students [48]. The effects of educational digital escape rooms on students’ learning performance, learning motivation, and problem-solving ability seem positive [34,45,49].

This paper discusses how we used a design thinking methodology approach for providing a new educational value to a digital escape room game. We started from students’ attitudes toward an already created and played physical escape room game [12], which enabled collaborative learning in the classroom. The idea was to migrate this escape room game to an online environment in order to keep students’ interest and persistence during asynchronous learning. However, due to the new circumstances dictated by the characteristics of an online environment and the short time for its creation, we had to find a new type of engaging experience during the learning process that was not based on collaboration. The digital escape room created was tested by students, and this paper elaborates on whether digital escape room games can increase students’ interest and motivation in achieving learning outcomes during remote teaching. Starting from this, the research questions were:

- Can a digital escape room–style educational game be used to achieve student engagement in remote teaching and online learning?
- Can we use the design thinking methodology to create an online escape room–style educational game that is interesting and motivational for students?
- Can we use the design thinking methodology to provide novel educational value to the escape room–style educational game?

The first research question was answered by analyzing students’ answers after using a digital escape room–style educational game during the learning process. The second and third questions concerned the used methodology (design thinking) for developing this kind of a game, so they were answered through the results (outcomes) of each phase of the design thinking process.

The next section explains how we used the design thinking methodology to migrate an escape room–style educational game from a physical to an online environment and the methodology we used to evaluate the achieved level of student engagement. In the Results section, the results obtained from the students’ surveys focusing on student engagement and achieved educational value are elaborated. A discussion about these results and the limitations of this research, as well as ideas for future work, are presented in the Discussion section. The last section concludes the paper.

**Methods**

**Study Design**

We used the design thinking methodology to migrate and transform an escape room–style educational game to an online environment. At the same time, we wanted to check whether a digital escape room game can provide educational value and still be engaging for students, even without teacher supervision and a lack of student collaboration.
The background of design thinking is based on a problem-solving approach [50]—in our case the need to design an online game that will be interesting and will include educational elements at the same time. To achieve this, the digital escape room–style educational game development process was conducted using a modified version of the 5-stage design thinking method proposed by the Hasso-Plattner Institute of Design at Stanford [51-53]. According to this methodological model, the 5 phases of design thinking are empathize, define (the problem), ideate, prototype, and test. The design thinking methodology applied to our particular case is presented in Figure 1.

![Design Thinking Methodology](https://games.jmir.org/2022/3/e32095)

**Figure 1.** Design thinking methodology used in our study.

Design thinking is a popular methodology that inspires a human-centered approach toward design. For our research, we consolidated the empathize and define phases into 1 phase, the identify phase, which gave us an understanding of the problem from the students' perspective and helped us define the problem in a student-centered manner, starting from their needs and attitudes toward the escape room–style educational game.

In the next, prototype, phase, we tried to develop a digital escape room–style educational game and test it with students in the testing phase. Students’ feedback from this testing phase will show whether the game corresponds to their needs and whether it is in accordance with the research aims. This feedback will also provide insight into the process and its limitations and can be used for identification of students’ needs as a starting point for another design thinking process in order to improve the quality of the final product—the digital escape room–style educational game.

Although we talk about the design thinking process in terms of sequential steps, it is actually a highly iterative loop. With each phase, we can make new discoveries, which may require revision of the previous stages. The solid lines in **Figure 1** represent the chronology of the methodology steps, while the dotted lines represent how different outputs of the design thinking methodology can be used [51].

Each of the phases of the design thinking methodology is explained next.

**Identify Phase: Identification of Students’ Needs and Attitudes Toward the Digital Escape Room–Style Room Educational Game**

The first phase of design thinking is to gain an emphatic understanding of the problem we want to solve—how to create a digital escape room–style educational game that will be interesting and educational at the same time and that will engage students in the learning process. To achieve this, we started from students’ attitudes toward escape room–style educational games and after that, we identified the game aspects that should be included.

In the next, prototype, phase, we tried to develop a digital escape room–style educational game and test it with students in the testing phase. Students’ feedback from this testing phase will show whether the game corresponds to their needs and whether it is in accordance with the research aims. This feedback will also provide insight into the process and its limitations and can be used for identification of students’ needs as a starting point for another design thinking process in order to improve the quality of the final product—the digital escape room–style educational game.

To identify students’ needs and their attitudes toward playing an escape room–style educational game and to test whether this kind of game-based learning can be used for achieving students’ engagement during computer science classes, we used already obtained information from the analyses of students’ experiences during the implemented escape room–style educational game in physical surroundings, as described previously [12]. That escape room–style educational game combined computer-based and unplugged puzzles in a computer lab space in order to create a highly engaging activity without compromising its educational value. The puzzles were connected with the course material in general and encouraged research, communication, collaboration, and teamwork. These first findings, presented in detail in our
previous work [12], provided evidence that escape room–style educational games constitute a compelling way to achieve student engagement, so transforming this learning experience to an online environment was not a trivial task. The technological restrictions for nonverbal communication and the lack of free movement in a certain physical space created the need to redesign the whole gameplay.

**Ideate Phase: Ideate Aspects of the Digital Escape Room–Style Educational Game**

The next phase of the design thinking methodology was to determine necessary aspects of the digital escape room–style educational game. Based on the results of our previous study, we concluded that the collaboration and teamwork that were present in a physical surrounding needed to be replaced with a different aspect of a game that would infuse thrill in a digital escape room game. At the same time, the defined challenges (tasks) needed to have both game-related and novel education-related purposes. To ideate a solution to these nontrivial issues, we started with the results of a survey for applying escape room games in the educational process [12]. Based on those results, we concluded that although the digital version of such game will have no cooperative element, if we manage to keep the thrill and competitiveness, students will still enjoy the game, thus creating a positive and engaging educational experience. To achieve this, we needed to define a new educational value for the game that would replace the collaboration and teamwork required while grasping the concepts of computer science. At the same time, we needed to identify a part of the learning process suitable for individual tasks that could be made more appealing as a game.

**Prototype Phase: Prototyping the Digital Escape Room–Style Educational Game**

The prototype phase started by finding a platform where the game would be created and played by students. The platform should enable creating a user-friendly, easy-to-use online game so that students do not have any problems while playing it from a technical aspect. For that purpose, we used a platform that was already used successfully for developing digital escape room games in an educational context [34]. The developed prototype of the digital escape room game was given as an asynchronous activity during online learning. Students got an opportunity to play the game at a time that was most appropriate for them. They would analyze the questions in the puzzles, learn from their mistakes, and reach the end of the game at their own pace.

**Test Phase: Testing the Digital Escape Room–Style Educational Game**

Information about students' opinions concerning the digital escape room–style educational game was gathered using an online survey conducted with the students at the end of the activity. The survey was adapted from a similar one on using an escape room–style educational game for teaching programming in a higher education setting [25], and some elements were added from a survey on the implementation of an escape room–style educational game in a physical classroom [12].

The first part of the survey collected demographic information about the participants (gender, age, and school). The second part was designed to measure students’ attitudes toward the game, using a 5-point Likert scale, with answer choices ranging from 1 for strongly disagree to 5 for strongly agree. Information about students’ perception about the design of the game, the opportunity to deepen their knowledge, their feelings during play, and their attitude toward this kind of learning activity was obtained. Students got an opportunity to reflect on the game and answer what they like the most, what they did not like, and what can be changed to improve the game through open-ended questions at the end of the survey. In this way, we established a possibility for students to provide inputs for further development of the digital escape room–style educational game (dotted line from Figure 1) by providing constructive feedback about their learning experience.

**Ethical Considerations**

The surveys conducted with students are part of everyday practices in schools in order to measure students’ attitudes toward some new teaching approach, and they are completed anonymously by students.

**Results**

**Main Goal**

The main goal of this work was to evaluate students' perceptions of the implemented digital escape room–style educational game and to determine whether it can be used to achieve student engagement in learning computer science. This was done as part of the process of migration of a traditional collaborative puzzle-based escape room game played in the computer lab to an online environment using the design thinking methodology. In the following sections, the outcomes of each phase of the design thinking process are elaborated. The results in the first, identify phase, were obtained from previous research [12] concerning using a physical escape room in education, and it was our starting point for this new research topic, as described in the following phases of the design thinking process.

**Identify Phase: Identification of Students’ Needs and Attitudes Toward the Escape Room–Style Educational Game**

The first stage of design thinking was to understand the problem we wanted to solve—how to create a digital game that would be interesting and educational from the students’ point of view. We started by identifying popular escape room games among students as part of our previous work. By using a survey, students' attitudes toward using traditional escape room games in education and the elements of the developed escape room–style educational game that students liked the most were identified [12]. The survey results showed that students had a positive overall opinion about the escape room–style educational game and thought it was a fun experience. It was a good starting point for planning the future use of escape room–style games in the educational context, as we wanted to start from students' attitudes toward the game.
Most of the students were competitive during participation in the game, and they were impatient to open the next puzzle, which increased their interest, motivation, and persistence during the game. This competitiveness led to students' active engagement during the game, impatiently trying to be the first to finish the game. These findings provide evidence that escape room–style educational games constitute a compelling way to increase student engagement.

Regarding learning effectiveness, students stated that the escape room game helped them improve their knowledge of computer science and that they prefer the escape room game over other educational methods in computer science classes and think that they can learn more with the game than during regular classes. These were essential findings showing that educational elements can be added in escape room–style games, which can lead to the achievement of needed educational outcomes in a fun and exciting way.

These results were consistent with previous studies, which found that escape room–style educational games can improve students' knowledge of a specific topic [33,37]. However, research shows that escape room–style educational games have been little used, in both compulsory and higher education [55], and that there is not much research concerning the use of the escape room–style educational games in computer science in primary education.

Open-ended questions led to a conclusion that students had enormous interest and motivation in participating in the escape room–style educational game, and most students gave positive comments that they thoroughly enjoyed the game experience and would like more similar future activities. These findings and our previous work [12] gave us a solid base for the next phase of design thinking (ideate) to determine aspects of the digital escape room–style educational game.

**Ideate Phase: Ideating Aspects of the Digital Escape Room–Style Educational Game**

After understanding students' attitudes and analyzing and synthesizing the feedback provided by students, which enabled approaching a problem from the students' perspective, the next phase in the design thinking process, an idea for creating a digital online game, emerged.

Starting from students' positive attitudes toward using escape room games in education and students' competitiveness while playing the games, we created a digital escape room–style game that would raise students' individual critical-thinking and problem-solving skills, enabling their active participation in the activities.

We concluded that self-assessment is a great candidate for such a process. Self-assessment is an individual learning process, which is important from an educational point of view since it points out the parts of materials that needs more attention by students. In contrast, to serve its purpose, students need to be engaged in the self-assessment process.

The chosen topic to lay behind the story of the digital escape room–style game was connected to algorithmic thinking because the topic is difficult to understand in a traditional teaching environment and should be learned in a fun and interactive way, where students can progress at their own pace according to their previous knowledge. So, learning outcomes connected to algorithmic and computational thinking were planned to be assessed by this digital escape room–style educational game. The educational elements that were supposed to be implemented mostly acquire higher-order thinking skills (creativity, algorithmic thinking, cooperation, critical thinking, and problem solving) [56]. Implementation of these outcomes in coding gives students an opportunity chance to solve problems and to experiment creatively [57]. Students understand that they can learn from their mistakes, which increases their confidence in a fun and exciting way. Developing these skills makes the topic difficult to teach and learn in a traditional classroom and requires more time for learning and enabling students to progress at their own pace. According to this, creating a simple digital escape room–style game where students can solve different questions connected to algorithmic thinking and get an opportunity to self-assess their knowledge and learn from their mistakes was the next step that was carried out in the proposed methodology.

**Prototype Phase: Prototyping the Digital Escape Room–Style Educational Game**

A platform that enables creating interactive animated content, Genially [58], was used to create a digital escape room–style educational game. Genially is a platform for creating visually appealing, engaging, interactive digital contents, games, breakout rooms, quizzes, and portfolios. Students could access the game just by following the link given by the teacher, and they could immediately start playing the game. The start page of the created digital escape room–style game is shown in Figure 2.

Students read the story behind the escape room and start the game. The overall theme of the created escape room is finding the secret to obtaining a higher grade in computer science on a given topic, which is hidden in a coffin. The coffin can be opened using a 5-digit number; each number represents a solution to a different puzzle. The sequence of numbers is important and determines the order of solving the puzzles, so the escape room consists of 5 puzzles hidden in 5 different places, which should be solved. Students virtually travel the world from place to place (Figure 3) and solve puzzles to discover all 5 digits.

Identification of the educational elements to be incorporated in the game was conducted. Each puzzle is a question connected to a given algorithm (Figure 4). Puzzles were created carefully, increasing their complexity while going through the game. The first puzzle is the simplest, and each subsequent one uses elements from the previous algorithms. Students analyze each question, pass through the algorithm, and obtain the result—a digit. Finally, students get a 5-digit number used to open a coffin, which is “escape” from the room and end of the game.

This activity was in asynchronous form after the virtual classes. Students implemented the gathered knowledge and skills concerning the topic in concrete situations and got an opportunity to self-assess their knowledge. When playing the digital escape room–style educational game, there was no time restriction. Students passed through the activity at their own pace, at the time that they choose. The questions in the game...
are time-consuming since they are connected with the development of higher-order thinking skills, which needs time, so there should be no time restriction. However, time was measured, and students knew that they must keep in mind the time necessary to finish the game. The teacher can monitor the ratio of solved tasks in a certain time. This game design was in line with both initial escape room–style educational games and the findings of the educational room student survey (dotted lines in Figure 1).

Figure 2. Start page of a digital escape room–style educational game.

Figure 3. Story behind the puzzles.
Testing Phase: Testing the Digital Escape Room–Style Educational Game

Students answered questions concerning their attitudes about using the digital escape room–style game in an educational context after finishing the game. In total, 117 students from sixth and seventh grades completed the survey to gather information about the achieved student engagement (final phase of the design thinking process), and the results are presented in Table 1. For each question, the mean and SD are presented, showing the dispersion of students' answers. Of the 117 students who played the game, 66 (56.4%) were male and 51 (43.6%) were female. There was no significant difference between the number of students in different classes.

<table>
<thead>
<tr>
<th>Question</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>It was easy to follow the instructions of the game.</td>
<td>4.44 (0.86)</td>
</tr>
<tr>
<td>The puzzles in the game were not difficult to solve.</td>
<td>4.10 (1.17)</td>
</tr>
<tr>
<td>The escape room was interesting for me.</td>
<td>5.00 (0)</td>
</tr>
<tr>
<td>I was impatient to open the next puzzle and reach the end.</td>
<td>4.41 (1.12)</td>
</tr>
<tr>
<td>I learned something new with the game.</td>
<td>4.26 (1.18)</td>
</tr>
<tr>
<td>I liked the activity.</td>
<td>4.74 (0.68)</td>
</tr>
<tr>
<td>Learning with this kind of activity is more interesting.</td>
<td>4.74 (0.69)</td>
</tr>
<tr>
<td>I would like to participate in this kind of activity again.</td>
<td>4.75 (0.67)</td>
</tr>
<tr>
<td>The game was complicated.</td>
<td>1.68 (1.19)</td>
</tr>
<tr>
<td>I was encouraged to think by the puzzles.</td>
<td>4.64 (0.76)</td>
</tr>
</tbody>
</table>

The results showed that students did not have any problems while playing the online game; they stated that it was easy to follow the game's instructions (mean 4.44, SD 0.86). However, some students faced problems while solving the puzzles, although most of them stated that the puzzles in the game were not difficult to solve (mean 4.10, SD 1.17).

The number of students that found the game puzzles difficult was bigger in digital than in physical surroundings compared to the results of previous research [12]. This was expected because the aim of the puzzles in the digital escape room was not just to engage students but also to involve them in self-assessment, and students had to demonstrate certain knowledge and skills related to the topic to solve the puzzles. Furthermore, the puzzles in the digital escape room require higher-order thinking skills, not just a repetition of facts, because they are connected to 1 of the most difficult themes for students—algorithmic thinking. This requires computational thinking skills, and that is why they are difficult for some of the students. In contrast, the puzzles in the escape room game in physical surroundings are more focused on establishing collaboration and are easier to solve. The SD values showed differences in students' answers, most probably depending on their acquired knowledge about the topic. The results of game complexity (mean 1.68, SD 1.19) are in line with this finding as well.
Interestingly, students were encouraged to think by the puzzles, and they were motivated to think and engage in solving the puzzles (mean 4.64, SD 0.76). So, we could conclude that although some of the students found the puzzles challenging to solve, they were encouraged to think, by which their higher-order thinking skills were developed. Furthermore, they were impatient to open the next puzzle in the escape room game and reach the end (mean 4.41, SD 1.12). The SD values presented a difference in the students’ answers and showed that students had different opinions despite a high average value. Once again, this might be the result of the different levels of students’ knowledge. Students who did not have problems solving the puzzles were impatient to finish the game sooner, but for students who did not understand the questions, it was hard, and they spent more time on some of the puzzles. After analyzing students’ answers, we found that of 117 students who completed the survey, 90 (76.9%) stated that they did not have problems solving the puzzles and just 16 (13.7%) had some problems in understanding the puzzles’ questions.

Despite the differences in students’ answers about game complexity and puzzles’ difficulty, most students liked the activity (mean 4.74, SD 0.68). They enjoyed the game, and they would like to participate in this kind of activity again (mean 4.75, SD 0.67). All 117 (100%) students found the escape room–style game interesting for playing and learning. Thus, we concluded that implementing a digital escape room–style game during online teaching raises students’ interest and motivation.

The students’ response concerning the educational element of the digital escape room–style game was that they learned something new (mean 4.26, SD 1.18), once again indicating a difference among the students according to their previous experience in the topic and gathered knowledge and skills. Most students found learning with this kind of activity more attractive than other learning forms (mean 4.74, SD 0.69), confirming that interactive learning activities with gaming elements attract students’ attention and keep their engagement during the activity.

Discussion

Principal Findings

The process of migration of the digital escape room-style game presented in this paper elaborates that the lack of face-to-face collaboration used in knowledge acquisition can be replaced by using an escape room game in different parts of the learning process, for example, self-assessment. In this way, we managed to maintain a high level of student engagement during asynchronous activities, the feature of escape room games that seems to be related to an increase in students’ skills [34]. The initial results from the survey related to the use of the digital escape room–style game, as an asynchronous activity, showed that students found the game easy to play, exciting, and engaging and that they would like similar such activities that will last longer and have more challenging puzzles. A few students had some problems while solving the puzzles, but they also found the activity enjoyable.

Students’ answers to the open-ended questions showed that they found the game engaging. Students liked the whole game, moving through the puzzles, logical thinking, and finding the final solution. They mentioned that they learned something new and enjoyed while doing it, which was a completely new experience. They liked that this assessment activity was more like a game, and they had fun while doing it. Learning while playing was stated as 1 of the things that students liked the most. Some of the students liked the escape room’s story, how the questions were made and given in the puzzles. They liked the mystery, excitement, and unpredictability and reaching the end of the game. They stated that they liked the overall experience. When students were asked what they liked the least in the online game, they stated that there were a small number of questions and so the game ended quickly. Some of them mentioned that some of the questions were difficult to solve, but they enjoyed the overall experience. These findings are in line with the values of the SD for questions concerning the puzzles’ difficulty.

Students said they would like to have more questions of this type for future activities, more puzzles, and even more questions with different complexity levels. Most of the students said they would enjoy more extended challenges. This shows that students enjoyed the game. They would like similar activities soon and even have ideas on how this game can be made more complex and challenging.

All these findings lead to the conclusion that students find our game inspiring and motivational, which confirms that digital escape room–style educational games can be used to achieve student engagement in remote teaching and online learning (our first research question).

Using a design thinking approach, we changed our research focus from being problem oriented to being solution focused and action oriented toward creating a digital escape room–style educational game that would link pedagogical approaches and entertainment elements, starting from students’ needs and attitudes toward this topic. During the process, a well-received digital educational game was designed, which was confirmed by students. All students found the game interesting. The analysis of open-ended questions showed that students liked the game, they found it interesting, and they liked solving the puzzles and moving through the game. This is a confirmation that using a design thinking approach, engaging digital educational games that raise students’ interest and motivation can be developed (our second research question).

This study elaborates on how design thinking can be used not only to solve a problem (migration of a game from a traditional to an online learning environment), while preserving its most appreciated elements (engagement) but also, by using the same approach, to reach a new educational value, in our case student self-assessment for the learning process (our third research question).

Limitations and Future Work

The main drawback of the migration of an escape room game to an online environment is that due to the COVID 19 pandemic circumstances, students have different types of internet infrastructure at their disposal, so the collaborative value of the escape room game could not be implemented in the short period that was available for the migration of the escape room game.
There is evidence in the literature [45] of successful deployment of collaboration within a digital escape room–style educational game related to software engineering in higher education, but it should be considering that to create the escape room–style educational game, several highly interactive ad hoc web apps had to be developed from scratch by the course teachers. This was confirmed by López-Pernas et al [43] in a comparative study of the results obtained by face-to-face collaboration and a digital escape room–style educational game used to learn programming. There, the students who participated in the remote escape room–style educational game, due to a lack of a common device, requested and obtained nearly twice as many hints as those who participated in the face-to-face collaboration.

Simple transfer of the physical escape room–style educational game to an online environment using Google Forms and videoconferencing tools was presented by Ang et al [59]. Although students enjoyed the digital escape room game, they felt that a real-life escape room would be more fun and interactive.

The possibility for a large class to use an escape room game simultaneously in or outside the usual classroom was presented by Monnot et al [48]. The authors discussed how the escape room game can also be used as a course support or as preparation for a course, such as work at home, but did not present any evidence of the benefits of this idea.

The main limitation of our study is that only 1 instrument, a student survey, was used to evaluate the effects of the digital escape room–style educational game in the learning process. Although student engagement can be determined using surveys, and the literature confirms that the use of educational games can lead to improved student skills [34], further research related to the achievements of educational outcomes can be used to confirm the stated engagement.

Additional limitations are related to the students’ age and cultural background. Further research is needed to check whether the same engagement based on digital games can be established with younger age groups or with students from different cultural backgrounds.

Our future research will focus on the ways in which escape room games support collaboration, trust, and reflection, thus fostering a dynamic and flexible learning environment [60]. For this purpose, we will investigate the influence of new technologies in establishing such educational games and education in general, such as ubiquitous computing, pervasive computing, virtuality continuum, ambient intelligence, and wearable computing [61]. We will investigate how using escape room games for student assessment can influence students' educational achievements, considering both negative [62] and positive [63] aspects of this approach.

Conclusion

Student engagement during the learning process is an important element that influences students' learning and determines achieved knowledge and gathered skills. Integration of games that combine entertainment and educational elements during the learning has been recognized as a vital factor for increasing students’ interest and motivation during learning. Our previous work confirmed that escape room–style educational games could be used as an engagement activity for students in the classroom environment. Since we have transferred education online due to the pandemic, it was necessary to see whether we can migrate this type of game to an online environment. It was not a trivial process since the main educational benefits of such a game, student engagement through collaboration and teamwork, needed to be transformed and changed into something new in a short period.

In this paper, we presented the process of migration of an escape room–style educational game to an online environment by applying the design thinking methodology. We started with the students’ opinion about the use of an escape room–style educational game for learning. Using their opinion, we created a simple digital escape room–style educational game where students got an opportunity to self-assess their knowledge in computer science at their own pace. After playing the game, students’ opinions were collected and used to evaluate the process of migration of the escape room–style educational game to an online environment. By using a design thinking approach, we managed to migrate an educational game that links pedagogical approaches and entertainment elements to an online environment and added additional value to it (student self-assessment). The results clearly show that the digital escape room–style educational game was accepted as highly interesting and can be used in remote teaching. The student survey results confirmed that this approach is beneficial for both students and educators. These findings provide a base for our future work. We will explore how digital escape room games can create collaboration and what the influence of new technologies is in establishing this type of educational games. We will focus on escape room games for student assessment and their positive and negative influence on students' educational achievements. We believe that this kind of research can provide a completely new view of pedagogical approaches applicable in distance learning environments.
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Abstract

Background: A major factor hampering the adoption of technology in mental health care is a lack of knowledge and skills. Serious gaming offers a potentially effective strategy to enhance the skills needed through experiencing and learning-by-doing in a playful way. However, serious gaming solutions are not widely available for mental health care. Therefore, the development of a game-based training environment in mental health care was pursued in a design project. The first step in such a design project is to identify user requirements that should be met.

Objective: This study aims to deliver user requirements that inform the design of a game-based training environment for mental health care professionals. This environment aims to support mental health care professionals' knowledge and skill enhancement regarding the use of e–mental health (eMH); for example, video calling, mobile apps, web-based treatment modules, and techniques such as virtual or augmented reality.

Methods: We used an exploratory multiple methods design consisting of a web-based questionnaire, co-design sessions, and interviews. To ensure a good representation of the target user group, professionals from various disciplines within mental health care were included in the research. The multiple methods design facilitates a broad view of user needs and in-depth knowledge of specific design requirements. We describe the protocol for this research project in a protocol paper published in the JMIR Research Protocols in February 2021.

Results: The user requirements analysis revealed three types of users for the envisioned game-based training environment: mental health care professionals who want to learn about the basic possibilities of eMH, mental health care professionals who want to develop their eMH skills to the next level, and mental health care professionals who want to experiment with new technologies. This reflects the diversity of needs that were identified, as well as the need to develop a diversity of suitable scenarios in the environment. User requirements analysis shows that the focus of a training environment should be on increasing knowledge about the possibilities of eMH, focusing on experiencing the benefits in particular situations, and building confidence in using eMH in a therapeutic setting. This requires careful consideration of the suitable game characteristics.

Conclusions: Improvement of mental health care professionals’ skills in eMH requires an environment that is user driven and flexible, and simultaneously incorporates contextual factors that are relevant for its implementation in practice. This user requirements analysis contributes to the understanding of the issues that should be considered in the development of a game-based training environment. This shows that there are multiple and diverse learning needs among mental health care professionals. Various client populations, services, and situations demand various options for training.

International Registered Report Identifier (IRRID): RR2-10.2196/18815
Introduction

Background

Although the rise of new technologies has offered numerous possibilities for new methods and means of treatment in mental health care, the uptake of such technologies by mental health care professionals is rather slow [1-3]. With such technologies, we refer to mental health services that are provided or supported by digital tools; for example, video calling, mobile apps for self-tracking or self-management, web-based treatment modules, and techniques such as virtual or augmented reality [4-6], hereafter referred to as e–mental health (eMH). One important factor hampering the adoption of eMH by mental health care professionals is a lack of knowledge and skills of mental health care professionals to effectively find and use web-based technologies and their corresponding need to gain more experience in this [7-10]. This knowledge and skill gap concerns different types of knowledge and skills regarding the use of eMH [8,11]. For example, a lack of skills may exist regarding the ability to properly use technological devices or regarding knowledge about the availability of eMH tools that can be applied for different therapies. Another example is the perceived difficulties in establishing rapport in remote forms of communication [8,11].

Skill Enhancement Through Game-Based Training

Multiple training concepts have been developed in mental health care to enhance professionals’ skills in using eMH, such as classical instructions, individual e-learning, and demonstrations. However, they have not reached the point at which this has led to a substantial expansion of knowledge and skills regarding eMH [12]. The reasons for this are the lack of interactivity and experiential learning in these concepts [13]. Therefore, a new potential strategy to address this issue may be to offer mental health care professionals training possibilities in a game-based environment, where skill enhancement is achieved through experiencing and learning-by-doing in a playful way [13]. Multiple positive outcomes of game-based learning have already been demonstrated in other areas of business [14], and positive effects have been reported in several studies on serious gaming to train health care professionals [13]. A major advantage of serious gaming lies in the fact that it offers a hands-on learning experience rather than just reading or hearing instructions [14,15]. It also offers a unique combination of education and fun [16]. Furthermore, serious games have demonstrated various learning outcomes (eg, cognitive skills, motor skills, affective learning outcomes, and communicative learning outcomes) that are more difficult to achieve through traditional learning methods [17]. These are strong arguments to believe that serious gaming is a potentially effective way to develop mental health care professionals’ skills in using eMH in an experience-based way. Moreover, it would be difficult, expensive, and unethical to experiment with real clients in this way [18,19]. Looking at the current literature on serious gaming, it can be noticed that such training possibilities have not yet been specifically designed for mental health care. Therefore, we intend to design a game-based training environment specifically for mental health care professionals in which they can explore eMH, practice with different technological tools, and enhance their knowledge and skills in eMH. Finally, this could stimulate the increasing use of eMH in daily practice.

To establish a game-based training environment that meets the specific needs of mental health care professionals, they should be involved from the start to inform designers of their needs and preferences. In this way, the design will reflect their actual work situations, the problems they encounter in these situations, and the needs and preferences regarding ways to tackle these problems [20-23]. The first step in such a design project is to identify the user requirements that the training environment should satisfy [24-27]. This means identifying and describing end users’ needs in terms of their characteristics, learning needs, and learning preferences. This information is used to develop scenarios that reflect the real-life situations of these end users and draw up a list of technical and organizational requirements that this game-based training environment should meet [12]. In this paper, we describe the results of the user requirements analysis that was conducted in light of the design of a game-based training environment for mental health care professionals in the Netherlands. This analysis aimed to gain a better understanding of mental health care professionals’ attitudes, skills, and ambitions regarding the use of eMH.

Objectives

This study aimed to deliver user requirements that inform the design of a game-based training environment for mental health care professionals to enhance their knowledge and skills regarding the use of eMH [12]. The user requirements consist of (1) an elaborate analysis of end users’ (ie, mental health care professionals’) needs, (2) a description of possible scenarios regarding the content of a game-based training environment, and (3) the technical and organizational requirements that are expected to be critical for the successful implementation of a game-based training environment.

Methods

Overview

In this section, we provide a brief summary of the methods used, which are described in detail in a protocol study [12]. To extract user requirements, we used an exploratory multiple methods design consisting of a questionnaire, co-design sessions, and interviews. We used a web-based questionnaire (N=432) administered to various mental health care organizations to gather data on end users’ needs in terms of mental health care professionals’ characteristics, attitudes, and skill levels regarding eMH. A co-design session was organized with 9 mental health care professionals to elaborate on these characteristics, attitudes, and skill levels and to gain the first ideas about mental health care professionals training possibilities in a game-based training environment.
care professionals’ learning preferences in a game-based training environment. For the data collection that informed the scenarios, another 2 co-design sessions were held, each with 10 participants, including mental health care professionals, innovations experts, developers, and researchers. Finally, we conducted 17 interviews with mental health care professionals. These interviews were aimed at learning about the preferences of mental health care professionals regarding training in eMH and the technical and organizational prerequisites for the envisioned game-based training environment. Textbox 1 presents an overview of the methods, describing the aim of each method and the participants involved.
Textbox 1. Overview of the aim and participants of each study method.

**Web-based questionnaire**

- **Aim**
  - Description of the characteristics of the user group
  - Perceived problems related to e-mental health skills

- **Participants**
  - N=432
  - Male: 144 (33%)
  - Female: 288 (67%)
  - Average age: 41
  - Professions
    - Nursing professionals (32.4%, including specialized nursing)
    - Psychologists (27.5%, also including specializations)
    - Social workers (17.1%)
    - Other (23%; for example, medical specialists, case managers, activity workers, and supporting staff)

**Co-design session 1**

- **Aim**
  - Work context
  - Perceived problems related to e-mental health skills
  - Users’ preferences regarding a game-based training environment

- **Participants**
  - N=9
  - Male: 2 (22%)
  - Female: 7 (78%)
  - Professions
    - Medical specialist (n=1, 11%)
    - Psychologists (n=2, 22%)
    - Nursing professionals or specialized nurses (n=4, 44%)
    - Social workers (n=2, 22%)

**Co-design session 2**

- **Aim**
  - Scenario development

- **Participants**
  - N=10
  - Male: 5 (50%)
  - Female: 5 (50%)
  - Professions
    - Mental health care professionals (n=3, 30%)
    - Game developers (n=3, 30%)
    - Innovation experts (n=2, 20%)
Co-design session 3

- **Aim**
  - Scenario development

- **Participants**
  - N=10
  - Male: 5 (50%)
  - Female: 5 (50%)
  - **Professions**
    - Mental health care professionals (n=3, 30%)
    - Game developers (n=3, 30%)
    - Innovation experts (n=2, 20%)
    - Researchers (n=2, 20%)

Interviews

- **Aim**
  - Users' preferences regarding a game-based training environment
  - Technical and organizational prerequisites

- **Participants**
  - N=17
  - Male: 4 (24%)
  - Female: 13 (77%)
  - **Professions**
    - Medical specialist (n=1, 6%)
    - Psychologists (n=3, 18%)
    - (Specialized) nursing professionals (n=4, 24%)
    - Social workers (n=3, 18%)
    - Innovation staff (n=4, 24%)
    - Management (n=2, 12%)

To ensure a good representation of the target user group for each data collection method, professionals from various disciplines involved in the direct care delivery process within mental health care were included in the research. Professionals of 5 large integrated mental health care organizations providing mental health care to clients with complex mental health problems participated in the questionnaire. Co-design sessions and interviews were conducted at one of these organizations (Stichting Geestelijke Gezondheidszorg Eindhoven en de Kempen [GGzE]) in the southern part of the Netherlands. The multiple methods design combines a broad view of user needs (through the web-based questionnaire) and in-depth knowledge of specific design requirements (through interviews and co-design). The questionnaire data were used to analyze, using descriptive statistics, which subgroups could be defined among mental health care professionals as potential users of eMH. In addition, the data were used to define the specific needs for each subgroup. The co-design sessions and interviews were analyzed using thematic coding and provided in-depth information on the requirements for a game-based training environment based on specific end user's needs. The data were triangulated as described in the protocol paper [12].

**Ethics Approval**

This study was approved by the ethical review board of Tilburg University (reference number: EC-2018.15) and the internal scientific review board of GGzE (reference number: MM/2019004).
Results

Overview

Following the approach described in the Methods section, this section presents the results of the user requirements analysis in the design process of a game-based training environment. First, we clarify the end users’ needs regarding a game-based training environment by providing: (1) a description of the characteristics of the user group (ie, mental health care professionals), (2) their work context and practices, (3) their perceived problems regarding the use of eMH, and (4) their preferences related to a game-based training environment. Subsequently, we describe the scenarios by describing how the added value of eMH tools can be effectuated in specific situations, combined with relevant workflows and processes, the use of specific eMH tools in different situations, and decisive moments regarding the use of eMH. Finally, we present the results of the study aimed at identifying the technical and organizational conditions that are needed to enable the use of the anticipated game-based training environment. This means that design- and content-related conditions as well as organizational stimuli that are required to launch a game-based training environment in practice were explored.

End Users’ Needs

Description of the Characteristics of the User Group

On the basis of the survey data from mental health care professionals in the Netherlands, a number of general characteristics of the sample can be described. Most mental health care professionals were female (288/432, 66.8%), with an average age of 41.3 (SD 12.1) years, and many of them had been working as health care professionals for a relatively long period (average of 16.3 years, SD 11.4). Mental health care professionals were highly educated: 49.3% (213/432) of them have received higher vocational education and 38.7% (167/432) have an academic degree. The main professions that were found among the respondents of the survey were nursing professionals (140/432, 32.4%, including specialized nursing), psychologists (119/432, 27.5%, also including specializations), and social workers (74/432, 17.1%). Most mental health care professionals (278/432, 64.4%) indicated that they had not received specific eMH training.

To identify the extent to which mental health care professionals in the Netherlands have adopted eMH in their daily practice, the survey included a number of questions related to the adoption of eMH (Table 1). Only 26.3% (114/432) of mental health care professionals were active or innovative users of eMH.

<table>
<thead>
<tr>
<th>Level of adoption of eMH</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No use (“I do not really want to start using it”)</td>
<td>11 (25)</td>
</tr>
<tr>
<td>Minimal use (“It is not part of my daily routine”)</td>
<td>112 (26)</td>
</tr>
<tr>
<td>Passive use (“I use what is readily available”)</td>
<td>195 (45.2)</td>
</tr>
<tr>
<td>Active use (“I am exploring more possibilities”)</td>
<td>86 (19.8)</td>
</tr>
<tr>
<td>Innovative use (“I am going to build upon my new idea”)</td>
<td>28 (6.5)</td>
</tr>
</tbody>
</table>

Work Context

The first co-design session aimed to gather data to identify the work context of mental health care professionals. The data showed that mental health care professionals in the co-design session work with a client population with multiple complex mental health problems, including clients in a crisis situation, which means they work in a specialized mental health care setting. They worked in a clinical or ambulatory setting, the latter being the setting in which most of the respondents worked. Most ambulant treatment trajectories aimed to support clients during their recovery process. This means working toward a situation in which people are able to manage their own mental well-being and know how to cope with difficult situations to improve their quality of life. In many cases, mental health care professionals are also in contact with the family and friends of their clients, as well as organizations such as schools and financing institutions that are often involved in the treatment trajectories. Mental health care professionals state that it may be opportune to offer eMH options at some point during a treatment trajectory, for example, to keep contact with a client’s network or monitor a client’s functioning between treatment meetings.

Perceived Problems Related to eMH Skills

As mentioned in the Introduction section, one of the key problems for the large-scale adoption of eMH among mental health care professionals is the perceived lack of skills [7-10]. Insights from the survey provided an indication of how mental health care professionals perceive their skill levels regarding the use of eMH. Table 2 shows that a large percentage of mental health care professionals reported insufficient knowledge about the availability of eMH tools or lack knowledge on how to apply these tools. Of the people who are knowledgeable about how to use eMH to some extent, a large proportion only know the basics of a small number of tools.
Table 2. Self-perceived skill levels regarding the use of e–mental health (eMH) by mental health care professionals (N=432).

<table>
<thead>
<tr>
<th>Self-perceived skill level</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I have insufficient knowledge of what is available when it comes to eMH</td>
<td>104 (24.1)</td>
</tr>
<tr>
<td>I have an image of what eMH tools are available, but I do not know how to use these</td>
<td>74 (17.1)</td>
</tr>
<tr>
<td>I know how to use the basic functionalities of eMH</td>
<td>133 (30.8)</td>
</tr>
<tr>
<td>I am capable to explore the possibilities of eMH and how to use different tools</td>
<td>97 (22.5)</td>
</tr>
<tr>
<td>I feel very competent regarding many different eMH tools and I know how to share this expertise with others</td>
<td>24 (5.6)</td>
</tr>
</tbody>
</table>

When looking further into these skills, both the survey and the first co-design session revealed that different skill types play a role in using eMH. Most respondents indicated that they felt they had sufficient digital skills but lacked knowledge on how to communicate in a web-based contact with their clients. Moreover, the feeling of being unable to establish sufficient empathic understanding in a web-based conversation is an important issue for mental health care professionals. The types of skills that mental health care professionals feel they need to practice most, differ depending on their level of adoption of eMH. For example, the co-design session revealed that people who qualify themselves as minimal to passive users often want to find out more about what is actually available regarding eMH. People who are already active users want to take it a step further and want to discover new possibilities on how to create an empathic interaction.

The perceived skill levels of mental health care professionals also differ among the types of eMH tools that are available (Figure 1). For relatively new and innovative tools, such as virtual reality and biofeedback, there is a pronounced discrepancy between the perceived value and the perceived skill level with regard to using such a tool is rather high. That is, the perceived value of these tools is relatively high compared with the perceived skill level. This is also the case for tools that involve self-monitoring or a web-based diary. Knowing these discrepancies provides input for designers regarding which eMH tools would fit in a game-based training environment for skill enhancement in eMH. That is, these results help to identify eMH tools that are perceived to be valuable but where lack of skills might hamper their uptake and use in clinical practice. Therefore, these tools are particularly suitable for addressing training environments. In the co-design session, mental health care professionals were provided with more detailed information about the possibilities offered by various eMH tools. After these explanations and examples, the participants in the co-design session perceived the tool to have more value and showed an increased willingness to learn more about these tools compared with their opinions before the session.

Figure 1. Perceived value and perceived skills of e–mental health tools. AR: augmented reality; VR: virtual reality.
Users’ Preferences Regarding a Game-Based Training Environment

User preferences for the design of a game-based training environment cover both the general features of the environment and the ways in which the content is being delivered. These preferences were gathered during the interviews and the first co-design session. First, mental health professionals indicated that there should be a clear-cut purpose and that tangible advantages for the user should become instantly clear when engaging in the game environment, as illustrated by the following quote:

In terms of what is in it for me? It may sound stupid, but work pressure is very high, so I don’t have a lot of time for these kinds of things. … So when I can see that it has a clear purpose and that I will benefit from it in the future; then I would participate. [Respondent 1, psychologist]

The game environment should be easily accessible and contain customizable game elements for users with different backgrounds (eg, different levels of adoption, skills, and knowledge) and subsequent training needs. Furthermore, participants indicated that time investment should be done as efficiently as possible, including a smooth transfer of acquired knowledge and skills to their daily practice. This means that it is important to know the actual working situations of mental health care professionals to simulate this as close to reality as possible. Related to this, mental health care professionals stress the need for a game-based training environment in which they can experience the benefits of eMH and practice by building confidence regarding its use in therapeutic practice. A participant stated the following:

If it is offered and I am convinced of its benefits, then I will use it. It should eventually benefit the treatment of my clients, if I can see that it adds to that, then I will more easily use it. [Respondent 5, social worker]

Finally, there should be a certain amount of learner control embedded in the game solution, implying that the system should be sufficiently flexible to address different types of needs. This means training for different skill levels, types of skills, flows, and pathways that can be constructed by the users themselves. To satisfy these requirements, it is important to involve end users in the content and design of the environment, as stated by mental health care professionals in this study.

In addition to these preferences regarding the design of the environment, there are also several considerations that mental health care professionals have expressed as to how the content is delivered. The respondents indicated that they were looking for an engaging and playful way of learning with well-defined learning goals. This can be realized by creating a system in which students receive constant and quick feedback and are challenged to take the next step in their learning process. Moreover, the game should be a complete learning experience, with a clear learning goal that is evaluated after playing the game. This is essential for mental health care professionals to transfer from the learning experience to their therapeutic practice. This should also provoke an inductive way of learning. That is, it should support a process of discovering more general rules from specific examples, which enhances the problem-solving capabilities of users. A final need that was mentioned multiple times was the possibility of learning together with colleagues or peers. Making eMH training a team activity would, according to mental health care professionals, be much more effective and engaging than individual training in specific skills. A participant stated the following:

So I think you should make it a group activity and create a good context for using it. … With my team I would take the challenge, but not on my own in my room playing a single player game. [Respondent 13, psychologist]

User Groups for the Design of a Game-Based Training Environment

Assembling the results on the end users’ needs, 3 main user groups of a game-based training environment can be described. First, a group of mental health care professionals, mainly highly educated nurses, who wanted to learn about the basic possibilities of eMH without putting too much effort and time into it. Training in eMH needs to bring forward positive experiences which in turn could lead to the incorporation of eMH in daily routines. Second, a group of mental health care professionals, nurses, and psychologists, who aimed to bring their eMH skills a step further. These mental health care professionals had already incorporated the basics of eMH in their daily routines but wished to know more about different eMH tools. This group wanted to learn about, for example, the possibilities of dealing with a lack of nonverbal communication in eMH or handling boundaries toward clients. Third, a group of mental health care professionals from various professions, who sought to learn something different. This group of mental health care professionals was eager to try new tools and did not want to be confronted with basic exercises in a game-based training environment. They sought support from team members and wanted to know how to transfer positive experiences when using eMH to colleagues. These 3 main user types reflect the diversity of needs we identified and need to be incorporated into our design through a diversity of suitable scenarios or inherent layering of complexity within a training environment.

Scenario Development

At the beginning of the Results section, we explained scenario development as an identification of the goals, tasks, actions, and decisions mental health care professionals encounter regarding the use of eMH in daily practice. In this section, we describe the results for these scenarios found in two co-design sessions (sessions 2 and 3; Textbox 1) that were specifically aimed at scenario development.

Goals: Purpose of eMH

In the second co-design session, mental health care practitioners were asked to reflect on the purpose of eMH and the steps they deemed important to fulfill this purpose. This led to the description of a catchphrase with regard to the use of eMH in the future: mental health care professionals are familiar and skilled in using innovative treatment solutions, establishing an even better match between mental health services and clients’ needs. The added value of eMH should become clear by.
demonstrating that web-based treatment can also provide a rich context; for example, it provides mental health care professionals with observable information about someone’s living environment and circumstances. The co-design session also clarified that skill enhancement should enable mental health care professionals to make adequate estimations of the use of different eMH tools in specific situations. Participants stated that knowledge and skills to use eMH should be part of every mental health care professional’s skill set and should be a mandatory competence in every mental health care organization. According to mental health care professionals in the co-design session, eMH has the potential to contribute to much better access to mental health care for many people. For example, a general practitioner can refer clients directly to web-based mental health care without waiting lists.

**Tasks: Clients’ Characteristics and Therapeutic Situations**

According to the survey results and mental health care professionals in the third co-design session, interactions with clients can be aimed at clarifying the problem, finding solutions together, and helping the client handle problematic situations on their own, in other words, knowing how to recognize and cope with different signals with the goal of increasing the client’s symptomatic, personal, and social recovery. In addition, psychoeducation, relapse prevention, and rehabilitation are mentioned as possible therapeutic situations. Whether clients value face-to-face contact with therapists differs among clients. A number of mental health care professionals have reported that some clients would prefer eMH over face-to-face contact, which would even stimulate their engagement and adherence to treatment. This is in line with how the participants in the first co-design session described their work context.

**Actions: Use of Specific eMH Tools**

The range of currently available eMH tools in the practice of mental health care professionals comprises a rather diverse set of tools in terms of maturity and even more so for the level of advancement in training for these tools. The eMH tools that were pointed out in the second and third co-design sessions as worthy of further exploration in a potential game-based training environment are a web-based platform for psychological treatment (consisting of tools such as video calling, web-based modules, and a message function), WhatsApp, self-help programs, web-based group courses, a client portal, web-based screening, virtual reality, and biofeedback (including wearables). This finding is in line with the results of a survey that also elucidated these types of eMH tools. It was emphasized that for mental health care professionals to experience the benefits of using eMH when working with a client, it is important that the type of eMH fits the particular characteristics and needs of the client. In addition, mental health care professionals have stressed the importance of offering eMH tools that are ready to use in practice. Regarding eMH tools that are still in their infancy or experimental stage, a specific group of pioneers can be approached. However, these tools will be less appealing to most mental health care professionals who are still in search of gaining experience with the basic principles of using eMH in general.

**Decisions: Choice to Use eMH Based on Anticipated Consequences**

The nature and complexity of psychological disorders, the client’s age, level of digital literacy, intelligence, and the devices available to the client are factors that are often mentioned by mental health care professionals as having an important influence on the use of eMH in practice. The specific desires and needs of clients regarding the use of eMH tools are something a professional and client need to explore and discover together. In the co-design sessions on scenario development, an important aspect mentioned for the continued use of eMH is that professionals experience is a clear consequence or effect related to the use of eMH in their work. Although there are various treatment trajectories one can think of and various client groups that mental health care professionals see, it is important to create multiple scenarios with different outcomes (ie, different decisive moments to use eMH and perceive the benefits). Moreover, participants in the co-design sessions indicated that it would be valuable if there were several points in a scenario in which participants had multiple options to choose, leading to different experiences of eMH. There needs to be a clear conclusion to the story; for example, that the client is finding a solution to their problem. This should be related to the choices made in the game, and in particular, the choices with regard to using eMH. Providing this conclusion from the perspective of the client within a scenario would, according to the participants of the co-design sessions, significantly contribute to the effectiveness of a game-based training environment.

**Technical and Organizational Prerequisites**

In the development of a game-based training environment, it is important to consider the technical and organizational conditions (ie, the prerequisites that need to be met when delivering the final solution). These are crucial for the successful implementation of an envisioned environment within a mental health care organization. Several criteria were identified based on these interviews. A first key aspect elicited in the interviews was the technical support available from their organization when using the environment. This is especially true when offering a technical solution to people who still need to acquire the skills necessary to make more use of technological tools in mental health care in general. Technical issues must be resolved immediately to prevent the risk of negative experiences. A respondent stated this in a straightforward manner:

*If it doesn’t work, I am out.* [Respondent 3, psychologist]

The second aspect is the perceived added value of the training. Mental health care professionals indicated that they had to be convinced of the benefits of game-based training to feel motivated to engage in it. It should therefore be stressed beforehand that using the game-based training environment will eventually lead to better job performance and better treatment for mental health clients. This added value should be communicated, for example, by peer users or educational experts within the organization. Another important factor is management’s push to engage in training. A significant number of mental health care professionals feel that they need some
form of obligation to take that step to engage in a game-based training environment. A participant formulated the following:

*What should be facilitated by management is a clear assignment. ... That is something that I really miss now that we are a self-managing team. I want to know what space I have and what expectations management has. ... Beginning with defining clear goals for the next year, that is the job of a manager.* [Respondent 4, specialized nursing professional]

Experiencing a certain lack of skills, and the consequences of that, will trigger a sense of urgency by mental health care professionals. However, the way in which the environment is introduced is crucial. As soon as professionals feel that the management push is solely driven by the goal of saving money and not because professionals or their clients benefit from it, this pressure will elicit a strong feeling of resistance and hamper the adoption of the environment. Therefore, mental health care professionals feel that it is necessary for management to emphasize the added value it can provide. Management support in practical terms is equally important: to enable the effective use of the game-based training environment, time and resources should be made available for mental health care professionals to engage in it. Finally, several professionals mentioned low visibility and awareness of eMH during daily practice as an important influence on the adoption of eMH. Visibility and awareness are also important to consider when developing a game-based training environment. According to the interviewees, external triggers, standard procedures, and good embeddedness in organizational processes are crucial for the adoption of a game-based training environment. A respondent described this as follows:

*I think it is an important aspect of the human resource strategy. As an organization you should focus on keeping your employees engaged and loyal. But also embedding this in standard procedures, as in: this is how we work and what we expect of our employees.* [Respondent 12, manager]

### Discussion

#### Principal Findings

In this study, we aimed to identify the user requirements that inform the design of a game-based training environment for mental health care professionals to enhance their knowledge and skills regarding the use of eMH. This has led to specific guidelines for the design of a game-based training environment and has generated multiple ideas regarding its potential content and shape. In addition, the results of this study are useful for gaining a better understanding of mental health care professionals’ attitudes, skills, and ambitions regarding the use of eMH. This can also be used to develop policy interventions to enhance the adoption and implementation of eMH among mental health care professionals and innovation in mental health care.

We identified that the adoption of eMH by mental health care professionals is low and that only 26.2% (113/432) of professionals claim to be active or innovative users of eMH. It is important to note that the survey that generated these results was conducted before the COVID-19 pandemic that started in March 2020, which led to an immediate large-scale (forced) use of eMH, particularly video calling [28]. However, this is not per definition equal to the sustainable adoption of eMH by professionals in the so-called *new normal* in mental health care [29]. In a recent study conducted during the first wave of the COVID-19 crisis, mental health care professionals indicated that the continued use of eMH largely depends on the experienced possibilities of eMH during the COVID-19 period and the context (ie, type of treatment, type of clients and their preferences, and clients’ home situations) in which eMH is applied [29]. At this point in time, sustainable uptake and integration of eMH in the daily practice of mental health care professionals seems to have not yet taken place, despite the fact that many mental health care professionals have gained experience in using eMH under circumstances that require remote treatment [30]. This may be caused by a persistent lack of knowledge and skills regarding the possibilities of eMH or a general conception among mental health care professionals that eMH equals video calling and using web-based modules [31]. There is still relatively little knowledge about different types of eMH [31], and there is still a world to be discovered regarding the possibilities of, for example, virtual reality, biofeedback, and smartphone apps. Furthermore, from the existing literature, we have learned that knowledge and skills consist of different elements; for example, skills to gather information through remote therapy or to create an emphatic interaction [8,13]. This is consistent with the results of our user requirements analysis, which shows that the focus of a training environment for skill enhancement should be aimed at increasing knowledge about the possibilities of eMH in a broader sense, experiencing the benefits in particular situations, and building confidence in using eMH in a therapeutic setting. This requires careful consideration of the game characteristics (eg, player interaction, feedback, and competition) that are suitable for this aim [32,33]. In addition, we determined that there are differences in the characteristics, environment, perceived problems, and preferences of mental health care professionals that should be considered. This means that it is important to address the diversity that exists within the user group and the different requirements that this brings forward regarding a game-based training environment and the way in which it is implemented. This is also mentioned in the literature, where it is discussed that to empathize with users, designers have to know the different user groups [34].

Research into scenarios was aimed at identifying different situations that represent the daily practice of mental health care professionals in which eMH could play a role. For developers of a game-based training environment, it is important that a varied user group can identify the scenarios that are incorporated in the environment [35,36]. For example, mental health care professionals consider various eMH tools valuable. These tools differ in terms of maturity and skills required to being able to use them. Therefore, there is a need to match users’ preferences to the maturity of the tools but also to align the content of a game-based training environment with the required skills and knowledge that users (feel they) are lacking. The results also showed that an important consideration for mental health care
professionals to continue using eMH is that a clear and positive outcome is experienced. This means that participants should be allowed to experience the consequence of a certain choice within the game [37], which in this case is the result of using eMH and possible added value. The various treatment trajectories with various client groups indicated that adaptive multilayered scenarios are required to address the practice of the varied group of mental health care professionals.

When developing a training environment, it is crucial to consider how this system will be implemented, that is, the context in which it will be offered and the technical and organizational conditions required [38]. For example, it could be offered by a mental health care organization as an option to support their employees in applying eMH, which could be part of separate vocational training (either optional or mandatory) or incorporated in the curriculum for future mental health care practitioners. Currently, to the best of our knowledge, there are no specific guidelines for training on how to integrate eMH into daily practice; in general, it is not an integral part of the education of mental health care professionals, although several organizations and institutions have started to offer courses on eMH. It is also important to have a clear vision of the demands a mental health care organization sets regarding the intention and skills to use of eMH by its employees and the capacity the organization has to support its employees in meeting these demands. There are several clear expectations that mental health care organizations can have regarding the use of eMH by mental health care professionals (eg, knowing a broad range of possible eMH tools and being able to apply them, a positive attitude toward eMH, and conforming to a new normality). This requires a reconsideration of the ambitions, a smart formulation of the goals the organization has regarding the use of eMH (eg, in the form of formal job requirements) and a plan to support these professionals in acquiring and retaining the active use of the digital possibilities of this era, as well as in mental health care.

Limitations

The data collection of this user requirements analysis took place in the period before the global pandemic, which may have influenced mental health care professionals’ knowledge and skills regarding the availability of eMH tools in comparison with the results that were collected in this study. However, the use of eMH during the COVID-19 pandemic largely came down to video calling, which means there are many other eMH tools still to be discovered for mental health care professionals [28]. In addition, as becomes clear from current research, there remains a pressing need to invest in training and education of mental health care professionals to effectively use eMH in client-therapist interactions [39].

Another aspect that calls for further exploration is the development of scenarios that more prominently include the client perspective. It should be considered in future research that clients are involved in such design and development processes.

Conclusions

In this study, we aimed to deliver user requirements to inform the design of a game-based training environment for eMH skill enhancement. To enable a significant improvement in mental health care professionals’ eMH skills, it is important that such an environment is user driven and flexible and simultaneously incorporates the contextual factors that are relevant for its implementation in practice. This user requirements analysis contributes to the understanding of the issues that should be considered in the development of a game-based training environment by showing that “the” mental health care professional does not exist and that a variety of client populations, services, and situations demand a variety of options for training (eg, different difficulty levels and multiple story lines). We used this knowledge for the iterative design process of the serious gaming concept in this project. We designed an eMH escape room with 2 different storylines and explored different eMH tools in different ways. Mental health care professionals were also involved in the design process. These findings can also be of value for other eMH development or implementation projects or for other projects aimed at designing novel learning tools for mental health care professionals in general. Finally, and perhaps even more importantly, this study has provided a very broad and in-depth understanding of what facilitates and hampers the large-scale adoption of eMH in mental health care in general. Therefore, we feel that the results of this study could not only be used as requirements for the design of (technical) solutions for skill enhancement but also as input for policy interventions to stimulate the use of eMH. This can enhance sustainable change regarding the adoption of eMH in mental health care.
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Abstract

Background: Following the outbreak of COVID-19, several studies have reported that young adults encountered a rise in anxiety symptoms, which could negatively affect their quality of life. Promising evidence suggests that mobile apps with biofeedback, serious games, breathing exercises, and positive messaging, among other features, are useful for anxiety self-management and treatment.

Objective: This study aimed to develop and evaluate the usability of a biofeedback-based app with serious games for young adults with anxiety in the United Arab Emirates (UAE).

Methods: This study consists of two phases: Phase I describes the design and development of the app, while Phase II presents the results of a usability evaluation by experts. To elicit the app’s requirements during Phase I, we conducted (1) a survey to investigate preferences of young adults in the UAE for mobile games for stress relief; (2) an analysis of serious games for anxiety; and (3) interviews with mental health professionals and young adults in the UAE. In Phase II, five experts tested the usability of the developed app using a set of Nielsen’s usability heuristics.

Results: A fully functional biofeedback-based app with serious games was co-designed with mental health professionals. The app included 4 games (ie, a biofeedback game, card game, arcade game, and memory game), 2 relaxation techniques (ie, a breathing exercise and yoga videos), and 2 additional features (ie, positive messaging and a mood tracking calendar). The results of Phase II showed that the developed app is efficient, simple, and easy to use. Overall, the app design scored an average of 4 out of 5.

Conclusions: The elicitation techniques used in Phase I resulted in the development of an easy-to-use app for the self-management of anxiety. Further research is required to determine the app’s usability and effectiveness in the target population.

(JMIR Serious Games 2022;10(3):e36936) doi:10.2196/36936
Introduction

Due to the COVID-19 pandemic and the preventive measures imposed to limit the spread of the virus, such as lockdowns and social distancing, young adults in the United Arab Emirates (UAE) have reported increased stress from work, home, and finances [1], which potentially puts them at risk for psychological issues including anxiety [2,3]. Before COVID-19, anxiety affected 20%-25% of adult patients in the UAE, who are considered a psychologically vulnerable group. The prevalence of anxiety grew following the emergence of COVID-19, and it now affects 55.7% of the adult population in the UAE [4]. Anxiety constitutes a normal response to stressful events; however, when it is persistent, excessive, and left untreated, it can lead to serious problems [5]. Anxiety has been recognized to negatively impact the quality of life and psychosocial functioning [6], and to be a predictor of a wide range of mental disorders [7]. Given the negative impact of anxiety on health, as well as the medical and financial burdens of mental health services, an effective method for managing anxiety in young adults is required.

One proposed solution is connected mental health, which is the use of information and communication technology in supporting mental health care. Due to the availability and popularity of mobile devices [8], mobile apps are one of the most popular connected mental health approaches, with many people reporting using their mobile devices to access health-related information and expressing an interest in using apps to track their anxiety [9,10]. A recent systematic review of highly rated anxiety apps has identified several apps that people with anxiety can use independently to practice relaxation and management methods [11]. Breathing exercises, yoga, and motivational quotes were among these management methods. Furthermore, half of these apps used gamification features to keep users engaged.

Studies have identified that games, especially commercial video games, have a significant impact on cognitive function, specifically on attentional control [12], and mental health including anxiety and stress [13]. In addition, games that are specifically designed to address a problem or teach a certain ability have had a lot of success [14]. Serious games are games with a main purpose other than pure entertainment, such as games used for education and health care purposes, with the added value of entertainment and competition. Researchers have demonstrated that serious games are comparable to traditional therapies, and for some users, can be more fun and acceptable [15]. Serious games also facilitate enhanced user engagement and increased motivation, which ultimately can improve treatment outcomes [16,17]. Consequently, serious games have been shown to improve cognitive functioning and aid in the treatment of a variety of mental disorders, including depression and posttraumatic stress disorder [18].

Biofeedback is another technique used for anxiety management, which focuses on helping people gain control over their physiological functions. Since anxiety is linked to physical symptoms, like increased heart rate and respiratory issues, biofeedback can be an effective tool for detecting and treating anxiety [19]. Incorporating biofeedback therapy into games may increase the benefits of both techniques in terms of anxiety reduction [20,21].

In general, mobile apps and serious games have shown promise in self-managing anxiety; however, few apps targeting anxiety are available for Arabic speakers [22,23]. Culturally adapting the app design in terms of language, culture, and context and aligning it with the standards and values of the target population can improve user acceptance toward mental health apps [24]. Therefore, the goal of this study was to develop and evaluate the usability of a biofeedback-based app with serious games for young adults with anxiety in the UAE. The design of the app is customized to employ elements from the UAE culture.

Methods

This study was conducted in two phases: (1) the development of a biofeedback-based app with serious games, and (2) the evaluation of the app’s usability with experts.

Phase I: Development of a Biofeedback-Based App With Serious Games

Overview

In this phase, we used a user-centered design approach, which focuses on understanding the perspective of the target users. Therefore, the app was developed by combining data collected from young adults in the UAE and the results from analyzing existing serious games for anxiety as well as feedback from mental health professionals (MHPs). Figure 1 presents the development process of our app, which consists of 3 main parts.
Part 1: Investigation of Young Adults’ Game Preferences for Stress Relief

The goal of this part was to analyze the preferences of young adults (18-37 years old) toward mobile games in terms of functionality and design for stress and anxiety relief. Therefore, an online questionnaire, prepared using Google Forms, was sent via social media and mailing lists to university students and participation was voluntary. The questionnaire was available online for a period of 2 weeks, from November 19, 2020, to December 3, 2020. The estimated time for completion was 5 minutes and the participants’ answers were collected anonymously.

The online questionnaire consisted of 15 questions (7 multiple-choice questions, 3 yes/no questions, and 5 open questions). Four of the multiple-choice questions were multi-select. The questions were divided into three sections: demographics, stress-related, and game-related questions. For the student community, we used “stress” to replace “anxiety,” as participants might be unaware of the real meaning of anxiety and might refer to their anxiety as stress. Furthermore, high levels of stress can predict anxiety [25].

Part 2: Analysis of Existing Serious Games for Anxiety

The goal of this analysis was to observe two major issues: the characteristics of available serious games on mobile phones, and their overall design. Therefore, a systematic review was conducted in accordance with PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [26]. A general search query composed of the terms “anxiety” and “game” was used and was automatically applied to the titles and descriptions of the games available in Google Play during March 2021. Each game from the search results was reviewed before deciding whether it should be included or excluded from the final selection. The following inclusion criteria were applied: (1) anxiety-related games in the Google Play store, (2) games that have a free version, and (3) games within the categories “Health & Fitness,” “Medical,” or “Brain Games.”

The categories were intended to highlight serious games that were primarily concerned with serious topics such as health and well-being, rather than games that were pure entertainment. Brain games, known as cognitive training, are specialized activities that mainly focus on enhancing attention and working memory [27], in turn having a role in relieving anxiety. To identify the final selection that would be examined, the following exclusion criteria were applied to the candidate games: (1) games that do not have ratings, and (2) games that could not be used after installation.

A total of 11 Android games were included in the final selection after the application of the aforementioned criteria (Figure 2). Each selected game was installed and examined on a Galaxy Note 9 (Android 10). A data extraction form was created in Microsoft Excel (Microsoft Corp). The games were classified into categories including puzzle, adventure, arcade, and simulation.
Part 3: Co-design With Mental Health Professionals

Two MHPs from the UAE were invited to participate in the co-design of the app. Both MHPs work as teaching assistants at UAEU College of Medicine, and are currently psychiatry and psychotherapy residents in Germany. They were chosen because they had previously worked with patients with anxiety in the UAE. Two evaluation cycles were conducted to refine the low-fidelity and high-fidelity prototypes. The evaluation was in the form of semistructured interviews with MHPs. The interviews were conducted online via Microsoft Teams and were digitally recorded to facilitate data analysis.

During the first cycle, the meeting started with a quick review of the project proposal, followed by a presentation of the low-fidelity prototype. Figure 3 presents pictures of the low-fidelity prototype screens presented to MHPs. The low-fidelity prototype was created based on the findings of Part 1 (Multimedia Appendix 1) and Part 2 (Multimedia Appendix 2) of Phase I. The main game, the biofeedback game, was developed in response to Part 1 findings indicating that young adults’ willingness to play games during stressful conditions increased if the game tracked heart rate and assisted with breathing exercises. Three key questions concerning the advantages, disadvantages, and potential modifications were asked after each proposed feature of the app. The findings were analyzed after the meeting to modify the prototype before cycle 2 with MHPs. Similarly, the low-fidelity prototype was also assessed by 6 university students aged between 18 and 25 years, who self-identified as having study anxiety. The interview was conducted and feedback on the prototype was solicited from the students. The prototype was well received by the students, with praise for the animation, types of games, and ease of use.
During the second cycle, MHPs evaluated the high-fidelity prototype, which was developed using Android Studio, and Tizen Studio for the smartwatch app. The Android Application Package (APK) for the app was emailed to the MHPs involved in cycle 1, along with a video that demonstrated the app’s primary features, before the second meeting. During the interview, 5 guiding questions were asked to cover topics including efficacy, preferences, design and graphics, engagement, and additional modifications. The following quotes demonstrate some of the feedback we received from MHPs after the second cycle:

- “Adding sound effects to the breathing exercise would have a positive impact on allowing the clients to relax”
- “The games would help with concentration and being present in the here and now. This will improve the overall mental state.”
- “The app will be useful for people with moderate anxiety”
- “Clients with severe anxiety would not be in a state of wanting to do such exercises”

**Phase II: Usability Evaluation**

Data acquired from Phase I in this study resulted in an app named Haddy, which means “calm down” or “relax” in the Arabic Emirati dialect. In this phase, experts were involved in evaluating the usability of the final version of the app. In order to participate in this evaluation, an expert needed to have at least 3 years of experience in usability testing and software engineering. The research team used personal contacts to recruit 5 experts for this study. For the heuristic evaluation, 5 participants were considered a sufficient sample size [28].

Experts were required to download the app from the Google Play Store to evaluate the app. The evaluation was conducted using a questionnaire with a total of 30 items, 19 of which were based on Nielsen’s usability heuristics. Match between system and the real world, visibility of system status, memory, minimalist design, error prevention, consistency, user control, and flexibility are among the heuristics used in this evaluation. A 5-point Likert scale was used for the assessment (1=strongly disagree, 2=disagree, 3=neutral, 4=agree, 5=strongly agree). In addition, 9 items were included to score each feature of the app on a scale from 1 to 5, and 2 open questions were used to highlight the app’s advantages and problems related to the usability of the interface design.

**Ethics Approval**

Ethical approval for the study was obtained from the relevant authorities at the United Arab Emirates University (ERS_2020_6156).

**Results**

**Phase I: Development of a Biofeedback-Based Mobile App With Serious Games**

The final version of the app (Figure 4) has the following key features: (1) biofeedback-based game, (2) card game, (3) falcon game, (4) memory game, (5) breathing exercise, (6) yoga videos, (7) positive messaging, and (8) mood tracking calendar. Since it is directed at people in the UAE, the app uses both Arabic and English languages.
The biofeedback game (Figure 5) was designed to help the player gain control over physical symptoms of anxiety. It requires the use of a smartwatch for heart rate tracking. To start the game, the player must first connect to the smartwatch by tapping the connect button. Prior to that, the user must put on the smartwatch and pair it with the phone via Bluetooth. After a few seconds of connection, the heart rate should appear. Heart rate is represented by colored circles: green (normal, at rest), red (high, anxious), and blue (low, dangerous). The normal heart rate falls between 60 and 100 beats per minute according to MHPs. When the color is not green, the player must relax by practicing activities such as breathing until the color goes back to green.

The card game (Figure 6A) is a classic mini-game with the goal of turning 2 matching cards at the same time. This game was designed to divert the user’s attention away from anxious thoughts. The game consists of three difficulty levels: easy (4×4 grid), medium (5×4 grid), and difficult (6×4 grid). The graphics on the cards portray animal species from the UAE, with a desert in the background. The game has no time or movement restrictions and it ends when all of the cards are acquired.
The falcon game (Figure 6B) is a side-view perspective arcade game used to divert someone’s attention away from negative thoughts and toward adjusting the falcon’s position. In this game, the falcon must fly through deadly drones to win. To keep the falcon flying, the player must keep pressing on the screen. Every 10 seconds, the score increases. If the falcon hits
a drone, the game will end. If it does not, the game will continue, with the falcon’s speed increasing as the game proceeds. The highest score of the player will be saved.

The memory game (Figure 6C) is another game offered by the app, with a similar principle to the card game. A set of Arabic coffee cups is presented, and a sequence of pouring coffee into each cup begins one by one. The player must memorize and match the sequence in order to win the game. If the player chooses the incorrect order, the game will end. This game also presents three difficulty levels: easy (4-item sequence), medium (6-item sequence), and difficult (8-item sequence).

The breathing exercise (Figure 7A) is a guided breathing exercise that instructs the user on when to inhale and exhale. Users are able to customize the duration of the exercise. They have four options: 2 minutes (which is the shortest), 5 minutes, 10 minutes, and 15 minutes (the longest). We added relaxing music to the breathing exercise based on feedback from the MHPs.

Figure 7. Other app functionalities include (A) a breathing exercise, (B) yoga videos, and (C) a mood tracking calendar.

Yoga videos (Figure 7B) were included in both English and Arabic. There are a total of 12 yoga videos available, half in Arabic and half in English. The videos were obtained from YouTube channels; hence, they can only be viewed with internet access.

Positive messaging or quotes (Figure 4) were placed at the bottom of the homepage screen. Some of the quotes come from well-known Emirati public figures, such as the UAE’s beloved first president, Sheikh Zayed bin Sultan. When the user reopens the app, a new quote will appear.

A mood tracking calendar (Figure 7C) is a simple feature for people who wish to keep track of their mood on a daily basis. This can be useful when reflecting back on how one has been feeling over a period of time. Different moods can be observed if the user slides the progress bar. Users can define their current mood by selecting 1 of the 9 moods (tired, lonely, bored, stressed, I don’t know, calm, happy, excited, and wonderful) indicated with an icon and text. The user can add different moods in a single day by clicking the “Add mood” button. The moods will appear in chronological order in a weekly calendar.

**Phase II: Usability Evaluation**

All 5 experts completed the usability evaluation questionnaire for the final version of Haddy. Table 1 shows the mean usability score from the experts’ point of view, with the consistency of the app scoring the highest. On the other hand, the ability to hide or display information, which is an aspect of minimalist design, was clearly low. In addition, both items of flexibility, including customization of functionalities and properties of interfaces, scored less than 4.
Table 1. Usability heuristics score (n=5).

<table>
<thead>
<tr>
<th>Question</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Match between system and the real world</strong></td>
<td></td>
</tr>
<tr>
<td>1. The app’s terminology is exposed in a familiar way to the user</td>
<td>4.6 (0.55)</td>
</tr>
<tr>
<td>2. The app icons and images are exposed in a familiar way to the user</td>
<td>4.4 (0.55)</td>
</tr>
<tr>
<td>3. The app’s screens are presented in the most logical way</td>
<td>4.0 (1.00)</td>
</tr>
<tr>
<td><strong>Visibility of system status</strong></td>
<td></td>
</tr>
<tr>
<td>4. There is visual feedback that highlights the options that can be selected</td>
<td>3.6 (1.14)</td>
</tr>
<tr>
<td>5. There is no observable delay in the response time of the system</td>
<td>4.8 (0.45)</td>
</tr>
<tr>
<td>6. The app provides feedback to the user about its current status</td>
<td>4.4 (0.55)</td>
</tr>
<tr>
<td><strong>Recognition rather than recall</strong></td>
<td></td>
</tr>
<tr>
<td>7. There is enough information displayed at each step in the tasks</td>
<td>4.4 (0.55)</td>
</tr>
<tr>
<td>8. The user can easily navigate back and forth without the need to remember each step</td>
<td>4.6 (0.55)</td>
</tr>
<tr>
<td><strong>Esthetic and minimalist design</strong></td>
<td></td>
</tr>
<tr>
<td>9. The duplicated information is eliminated</td>
<td>4.8 (0.48)</td>
</tr>
<tr>
<td>10. It is possible to display or hide information (ie, expanding, collapsing lists)</td>
<td>2.4 (1.52)</td>
</tr>
<tr>
<td>11. The app design is minimalistic</td>
<td>4.4 (0.55)</td>
</tr>
<tr>
<td><strong>Error prevention</strong></td>
<td></td>
</tr>
<tr>
<td>12. The app’s design minimizes the possibility of errors</td>
<td>4.6 (0.55)</td>
</tr>
<tr>
<td>13. The app warns the user of the error type in plain language</td>
<td>3.4 (1.52)</td>
</tr>
<tr>
<td><strong>Consistency and standards</strong></td>
<td></td>
</tr>
<tr>
<td>14. The app remains consistent with elements that perform the same actions</td>
<td>4.8 (0.45)</td>
</tr>
<tr>
<td>15. The names of the options in the homepage are consistent in grammatical style and terminology</td>
<td>4.8 (0.45)</td>
</tr>
<tr>
<td><strong>User control and freedom</strong></td>
<td></td>
</tr>
<tr>
<td>16. It is always possible to cancel the actioning of a task</td>
<td>4.2 (1.30)</td>
</tr>
<tr>
<td>17. It is easy for the user to undo and redo the actions</td>
<td>3.8 (1.30)</td>
</tr>
<tr>
<td><strong>Flexibility and efficiency of use</strong></td>
<td></td>
</tr>
<tr>
<td>18. The user can change some properties of the interface</td>
<td>3.6 (0.89)</td>
</tr>
<tr>
<td>19. The app’s functionality can be customized by the user</td>
<td>3.2 (1.48)</td>
</tr>
<tr>
<td>Rating scale of all items (total=95)</td>
<td>78.8 (9.58)</td>
</tr>
</tbody>
</table>

*a All items were rated on a 5-point scale from 1=strongly disagree to 5=strongly agree.

According to the experts’ evaluation, the positive messaging and the card game were the most well-designed features of the app. Biofeedback, the falcon game, and the yoga videos, in contrast, had the lowest scores of all the features, but their scores remained over 4. Overall, the app design scored 4 out of 5. Table 2 shows the rest of the findings.
Table 2. Rating score for each feature in the app.\(^a\)

<table>
<thead>
<tr>
<th>Question</th>
<th>Participants</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biofeedback game</td>
<td>P1 P2 P3 P4 P5</td>
<td>4.1 (0.55)</td>
</tr>
<tr>
<td>Card game</td>
<td></td>
<td>4.5 (0.50)</td>
</tr>
<tr>
<td>Falcon game</td>
<td></td>
<td>4.1 (0.74)</td>
</tr>
<tr>
<td>Memory game</td>
<td></td>
<td>4.3 (0.45)</td>
</tr>
<tr>
<td>Breathing exercise</td>
<td></td>
<td>4.3 (0.84)</td>
</tr>
<tr>
<td>Yoga videos</td>
<td></td>
<td>4.1 (0.55)</td>
</tr>
<tr>
<td>Positive messaging</td>
<td></td>
<td>4.7 (0.67)</td>
</tr>
<tr>
<td>Calendar mental status tracking</td>
<td></td>
<td>4.3 (0.97)</td>
</tr>
<tr>
<td>Overall app design</td>
<td></td>
<td>4.0 (0.61)</td>
</tr>
</tbody>
</table>

\(^a\)All items were rated out of 5.

The last two questions in the usability questionnaire were designed to learn what experts liked and did not like about the app design. All the experts agreed that the app is simple and easy to use. One expert pointed out that the design suits the Arab region. On the other hand, experts identified some disadvantages, such as the amount of text displayed at once, improper error handling, and inconsistency with the display of icons. Along with the feedback, suggestions on how to improve the current version of the app were acquired and presented in Table 3.

Table 3. Suggestions provided by experts for improvement of the current version of the app.

<table>
<thead>
<tr>
<th>Category</th>
<th>Suggestions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimization</td>
<td>Reduce the text on the instructions page of the breathing exercise, as the page is crowded.</td>
</tr>
<tr>
<td>Error handling</td>
<td>Display an error message to warn the user when the smartwatch is not detected in the biofeedback game.</td>
</tr>
<tr>
<td>Design</td>
<td>Improve the button design to make it clear where to click.</td>
</tr>
<tr>
<td>Consistency</td>
<td>Present the icon of the ‘mood tracking calendar’ in the same way as other features are displayed on the homepage.</td>
</tr>
<tr>
<td></td>
<td>Improve the position of icons on the homepage.</td>
</tr>
<tr>
<td>Customization</td>
<td>Add “delete” and “edit” options in the mood tracking calendar.</td>
</tr>
<tr>
<td></td>
<td>Allow for customization of the time duration in the breathing exercise.</td>
</tr>
<tr>
<td></td>
<td>Provide mute/unmute options for the music in the breathing exercise.</td>
</tr>
<tr>
<td></td>
<td>Allow full-screen viewing of yoga videos.</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The goal of this study was to develop and test the usability of a biofeedback-based app with serious games for anxiety management for young adults in the UAE. According to the results of the questionnaire, games with heart rate tracking and breathing exercises have the potential to increase young adults' interest in gaming as a stress-relieving method. This app was co-designed with MHPs in order to ensure the content's integrity. The involvement of MHPs in the design process is thought to improve the efficacy of apps and to boost users' trust in apps. A study has shown that the number of installs of anxiety apps that included MHPs was significantly higher than the number of installs of anxiety apps that did not include MHPs [29]. The target population for this app was young adults with mild to moderate anxiety symptoms, and not those with severe anxiety, since according to the MHPs involved in this study, those with severe anxiety were less likely to use this method of “self-help.” This is supported by findings by Christensen et al [30] that people with high anxiety symptoms were more likely to drop out of internet-based therapies. MHPs considered games as an effective technique to boost user concentration and shift attention away from anxious thoughts, resulting in better anxiety reduction outcomes. Additionally, audio was incorporated into the breathing exercise because sensory experiences such as music were emphasized for relaxation and reduction of anxiety [31,32].

Good usability ratings and positive feedback from experts may be in part due to the elicitation techniques used in Phase I, which included obtaining information from potential users, existing solutions, and MHPs. Experts recommended increasing customization, both for the interface and for particular features. Many users of anxiety and other mental health apps place more emphasis on customization [33]. Experts were generally satisfied with the app and found it easy to use, with only minor flaws.
that will be addressed in the next version. The findings of this study resulted in a future modification to facilitate the process of testing the app in young adults with anxiety.

**Recommendations**

We believe that our study will provide developers and practitioners insight into potential and acceptable content and features, as well as different considerations while developing an app for young adults with anxiety in the UAE. Based on the findings, we recommend app developers to consider (1) the involvement of users and MHPs in the requirement elicitation process to improve usability; (2) reducing the amount of information presented in the user interface; (3) customization of the user interface as well as some elements of proposed features; and (4) handling all errors that may arise and ensuring the user is aware of them.

**Limitations**

This study has a few limitations. The first limitation is that the usability of the high-fidelity prototype was evaluated by experts rather than young adults with anxiety; however, these results remain important, as the experts’ feedback will ensure that the app is suitable for use with the target population. Another limitation is that this study focused on the app’s interface conviviality, not the efficacy of the app in reducing anxiety symptoms, as this would require participant recruitment. We hope to overcome these limitations in future work by conducting a usability and efficacy evaluation with young adults with anxiety in the UAE. Finally, this app was initially developed for Android, but we intend to expand it to iOS in the future.

**Conclusions**

This study has resulted in the development of a culturally sensitive biofeedback-based app with serious games to help young adults with anxiety in the UAE. *Haddy* was developed in collaboration with MHPs and tested by experts. The app has been well received by MHPs, with positive feedback about its ability to help with anxiety management. Experts who have evaluated the use of the app reported that it is simple and easy to use. Experts’ feedback will be included in the next version of the app. We intend to conduct a study to investigate the usability and impact of the future version of the app on a sample of young adults with anxiety in the UAE.
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Abstract

Background: Ecologically valid evaluations of patient states or well-being by means of new technologies is a key issue in contemporary research in health and well-being of the aging population. The in-game metrics generated from the interaction of users with serious games (SG) can potentially be used to predict or characterize a user's state of health and well-being. There is currently an increasing body of research that investigates the use of measures of interaction with games as digital biomarkers for health and well-being.

Objective: The aim of this paper is to predict well-being digital biomarkers from data collected during interactions with SG, using the values of standard clinical assessment tests as ground truth.

Methods: The data set was gathered during the interaction with patients with Parkinson disease with the webFitForAll exergame platform, an SG engine designed to promote physical activity among older adults, patients, and vulnerable populations. The collected data, referred to as in-game metrics, represent the body movements captured by a 3D sensor camera and translated into game analytics. Standard clinical tests gathered before and after the long-term interaction with exergames (preintervention test vs postintervention test) were used to provide user baselines.

Results: Our results showed that in-game metrics can effectively categorize participants into groups of different cognitive and physical states. Different in-game metrics have higher descriptive values for specific tests and can be used to predict the value range for these tests.

Conclusions: Our results provide encouraging evidence for the value of in-game metrics as digital biomarkers and can boost the analysis of improving in-game metrics to obtain more detailed results.

(JMIR Serious Games 2022;10(3):e34768) doi:10.2196/34768
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Introduction

Background and Rationale

Serious games (SG) for health are games that aim to provide additional value for players other than mere entertainment and specifically deal with aspects of physical, mental, and social well-being [1], following the World Health Organization’s definition for health [2]. Most findings suggest that SG for health are effective interventions for increasing older people’s mental and physical health and well-being, but there are strong variations in the outcomes and measures used to demonstrate impact [3,4] or assess users during gameplay.

A regularly used method for evaluating the impact of SG interventions is the use of external questionnaires for each participant, one before playing (before the test) and another after going through a series of playing sessions (after the test). This methodology is widely accepted in the health and well-being domain to evaluate the effectiveness of SG [5] but fails to provide more detailed and reliable information [6] on user’s state of health and well-being. Furthermore, the collection of ex situ data such as before the test and after the test requires human resources and is opposed to a more natural experience [7], as they are usually collected in laboratory or clinical settings by clinical experts. Questionnaires, interviews, or test batteries are often used as assessment tools, and when administered, can cause stress to the interviewee, threatening accuracy and ecological validity [8]. On the contrary, the fact that SG can be administered in any setting and in an enjoyable way accounts for an ecologically valid environment where diagnostic processes could become unobtrusive [9]. Thus, the efficiency of using SG for evaluating the state of health and well-being of players should be further investigated, as it is one of the less studied subjects in SG research [10].

Digital SG enable in situ data capturing, which can reveal new insights, except from the usual retrospective analysis of the intervention results. The term in-game metrics is usually used to describe in situ data that are collected during the interaction of the user with the SG. In-game metrics can range from the time required to perform a task in the game to a complicated calculation of a score or lower-level data monitoring user interaction. In-game metrics can be very diverse, as there are currently no standards or guidelines of what data should be collected and for what purpose [11]. In-game metrics can be used to adapt to difficulty [12,13], monitor a user’s behavior [14], and evaluate learning progress [15]. Understanding and exploiting in-game metrics is challenging, and the creation of new methods for interpreting in-game metrics into meaningful insights can strengthen SG research and effectiveness [16,17].

The in-game metrics that are generated can be a rich source of information and insights that can potentially be used to predict or characterize a user’s state of health and well-being. The study by Regan et al [18] supports that the data generated during the gameplay, namely the in-game metrics, are promising digital biomarkers for mental health, whereas the study by Staiano and Calvert [19] also argues for the potential of SG to assess physical health. The identification of deviations from the norm in a gameplay or the correlation of in-game metrics with ex situ clinical data can be indicators of mental or physical decline. The reliability and validity of in-game metrics should be further investigated to specify at what extent they can capture changes in health and well-being within research studies. This proof will strengthen the value of in-game metrics as efficient, unobtrusive, and comprehensive research tools to measure participants’ health.

The current work is part of an extended, holistic body of work, the Long Lasting Memories Care (NCT02313935), concerning SG for the physical and cognitive improvement of older adults and other vulnerable populations. The exergame platform of Long Lasting Memories Care has proven to significantly improve strength, flexibility, endurance, and balance in older adults [20]. Furthermore, a previous study conducted by Konstantinidis et al [21] demonstrated the value of in-game metrics generated from body movement interactions with the exergame for detecting cognitive decline, and the study by Anagnostopoulou et al [22] demonstrated evidence of improving the functional architecture of the brain in adults with Down syndrome.

Related Work

SG have already been used for modeling or characterizing user behavior regardless of health outcomes. The study by Alonso-Fernández et al [23] used the metrics collected during gameplay to predict posttest outcomes using machine-learning algorithms. The study by Loh et al [24] examined the course of actions of players and used several similarity measures to compare players, aiming to differentiate them efficiently and create gaming profiles (distinguishing among fullfillers, explorers, and quitters) in SG. This indicates the potential of using in-game metrics to model different outcomes, depending on what needs to be evaluated.

On the health assessment front, the evaluation and validation of in-game metrics as assessment tools are performed either in comparison with a clinical diagnosis or a validated assessment test [25]. Cognitive measures in game-like interfaces can contribute to the early detection of neurological disease [26]. The study by Bang et al [27] used an index calculated from in-game metrics to detect children with heterogeneous developmental disabilities, whereas the study by Kim et al [28] evaluated the use of kinetic variables from the interactions with an SG as a digital biomarker for developmental disabilities.

SG targeting the improvement of the physical capacity of the player, as the one addressed in this study, are called exergames and can open up a new category of outcome assessment. Exergames are a promising tool for measuring and assessing unobtrusively physical health [19,21] and focus mainly on fall risk assessment by correlating typical in-game metrics of exergames, such as movement time and response time, with a test battery or standardized assessment tests of fall risk [29].

The study by Aguilar et al [30] assessed the effect of 6 weeks of unsupervised home-based SG intervention on dynamic postural control. They used generalized linear models and classification algorithms to estimate the probability that the body movements recorded by Kinect belonged to a participant older than 60 years, and the objective was to distinguish between younger and older participants. However, no further insights...
were provided regarding the well-being state of the participants. The study by Pirovano et al [25] developed an SG solution to support rehabilitation at home. Their solution combined fuzzy-based monitoring and in-game adaptation to capture the knowledge of the clinician and provide real-time feedback during exercise. This feedback was used for adaptation of the gameplay but not for assessment, although it might have the potential to capture insights for the user movement and rehabilitation process.

Moreover, a review of existing literature has shown that there is a strong interest from the research community in the use of SG, and especially in-game metrics, as psychometric tools and indicators [31]. The study by Valladares-Rodríguez et al [31] identified research issues related to the development of SG for use in neuropsychological evaluation, proving its potential as an alternative to conventional neuropsychological examinations. However, it is pointed out that more research is needed on their reliability and validity for their application in daily clinical practice [32]. In addition, it is necessary to address the risk of investing in technical features that could potentially affect the reliability of the game. For example, to make it so attractive that, during the interaction, the game provokes the respective feature that is called to measure, thus intertwining the purpose of enhancing a feature with that of its measurement [33]. At the same time, they provide many opportunities to enhance the reliability of evaluation processes. In-game metrics can provide information associated not only with the performance outcome of a specific test but also with the processes during the test.

Study Objectives
This study investigated the possibility of using in-game metrics from exergame interactions as digital biomarkers for well-being. The digital biomarkers investigated are produced from in-game metrics analysis and aim to support the creation of health and well-being profile groups, as well as assess the physical and cognitive state of a user from gameplay without ex situ data. The in-game metrics collected during the interaction of patients with Parkinson disease with the webFitForAll platform [34,35] were used as a case study to validate the study objectives.

Methods
Overview
The main analysis included the clustering of participants using the neuropsychological and physical clinical assessment tests that define the ground truth. The clustering was evaluated to select the best grouping of participants. A classification method was used to predict the group to which each participant belonged, using in-game metrics as features. The correlation of each in-game metric with each clinical assessment test was examined to identify those that had a higher separation value. The methodology followed does not rely on the metric choice or any prior knowledge of in-game metrics. We are trying to be metric agnostic, meaning that we are trying to find an explanation for how the data correlations with the clinical assessment tests are ruled out.

webFitForAll Platform
This study analyzed the data captured during the interaction with the webFitForAll platform [20]. webFitForAll is a web-based platform that provides SG for exercising that are specially designed and tested for older adults and vulnerable populations. The users interact with the game using body movements captured with 3D depth sensor controllers. There are additional games on the platform that are controlled by other types of user interfaces, such as touch screens and voice control. This study focuses on the exergames of the platform, which are controlled by body movements to obtain unified results. The games used in this study were as follows: (1) fishing, (2) kinematic orchestra, (3) picking citrus fruits, and (4) retraining in eating behavior [36]. The games were designed to address specific gait, balance, and exercising needs of patients with for Parkinson disease using a participatory design methodology [36].

In the fishing game, the user’s body posture is translated into the direction and velocity of a digital boat. Leaning forward will result in a forward movement of the boat with acceleration proportional to the body inclination. The goal is to collect as many fish as they can, in a specific period, by driving the boat toward the fish, avoiding at the same time the obstacles (rocks and sharks) and counterbalance the wind that might alter their direction [37].

In the kinematic orchestra game, the user tries to associate a specific group of notes with hand gestures such as moving the left or right hand up, down, or cyclical, or lower body movements such as raising the right or left leg. The note groups are presented sequentially, and the user is given a specific period to recognize the group, match it with a specific movement, and perform the movement [37].

In the picking citrus fruits game, the user navigates in a virtual environment by walking on spot. Specific instructions on picking and putting down fruits are presented on the screen regarding the sequence of actions the user needs to perform. The user is picking fruits by moving either the left or right hand. The climbing is simulated by walking on spot. The goal is to pick as many fruits as possible in a specific period [37].

In the retraining of the eating behavior game, the user faces the screen, either seated or standing, and pretends to hold a spoon or fork. An avatar is presented on the screen and shows the correct frequency of movement. The user moves their hand to imitate the movement of bringing the spoon in the mouth. The game monitors the movement and correlates it with the correct movement presented on the screen. Every time the user maintains the correct frequency, they earn a point. The game lasted for a specific period [37].

Data Set
In-Game Metrics
During participant interaction with the games, the system manually captures metrics that are representative and can provide insights for each game. For every game, different in-game metrics correspond to different measures. Each in-game metric is described in Textbox 1.
Textbox 1. In-game metrics.

**Fishing**
- **Score**: this in-game metric captures how many fish the user collects during a specific time of gameplay. If a user runs into obstacles (sharks or rocks), the score is reduced. Therefore, the score is a combination of moving toward the goal (fish) and moving away from obstacles (sharks and rocks).
- **Goal time**: it is the duration between the time point when the target fish is presented in the screen until the time point that the user captures the fish. This duration was calculated for each fish caught by the user. For each session (Si), the in-game metric is a sequence of values representing the time for each reached goal.

**Kinematic orchestra**
- **Score**: this in-game metric measures the number of movements correctly performed within a limited period. The game recognizes whether the user has performed the correct movement based on the matching between note groups and movements, and that the user was able to react quickly enough.
- **Goal time**: this is the duration between the time point when the target note group is presented on the screen until the time point when the user performs the right movement. This duration was calculated only for movements performed correctly. For each session (Si), the in-game metric is a sequence of values representing the time for each reached goal.

**Picking citrus fruits**
- **Score**: this in-game metric captures the number of fruits the user collects during a specific time of gameplay.
- **Goal time**: this is the duration between the time point when the targeted fruit becomes highlighted and the time point that the user "catches" the fruit. This duration is calculated for each fruit that the user catches. For each session (Si), the in-game metric is a sequence of values representing the time for each reached goal.

**Retraining of eating behavior**
- **Score**: this in-game metric captures the number of correct movements that the user performs during a specific time of gameplay. Correct movement is considered to occur almost simultaneously with the avatar presented on the screen. The game allows a specific time window that is sufficiently small to consider that the movement is performed with the same frequency.
- **Goal time**: this is the difference between the time point at which the avatar performs the movement and the time at which the user performs the movement. For each session (Si), the in-game metric is a sequence of values representing the time for each reached goal.

All data collected during the sessions were stored in an SQL database, pseudoanonymized, and password-protected for each participant. The data set was retrieved from the database for offline analysis and fully anonymized for this study.

**Clinical Neuropsychological and Physical Assessment Tests**

Before and after every sequence of intervention, in a time window of no longer than 1-week, clinical neuropsychological and physical assessment tests were administered to each participant. These tests were performed by professionals, psychologists, and physical educators. They were considered the ground truth for each participant’s cognitive and physical state before and after the intervention. The administered tests were carefully selected to depict all the domains that were influenced by the SG, as well as the domains that were mostly influenced by Parkinson disease. The selected tests assess various levels of physical status as well as cognitive impairment and meet specific criteria such as validity, reliability, and objectivity. The administered tests were the Single-Leg-Stance Test [38], Berg Balance Scale [39], Short Physical Performance Battery [40], Community Balance and Mobility Scale (CB&M), Senior Fitness Test (Fullerton Fitness Test) [41], BMI [42], Performance-oriented Mobility Assessment [43], 10 Meter walk, Instrumental Activities of Daily Living Scale [44], 8-item Parkinson’s Disease Questionnaire [45], Fall Risk Assessment [46], Dementia Rating Scale [47], and Symbol Digit Modalities Test (Symbol) [48].

**Protocol**

Every participant enrolled in the study had to attend at least 16 sessions not to be considered a dropout. Every session (Si) comprised the same sequence of games (Gi), including 20 games in total. The sessions were performed twice a week on predefined days. A participant could be reenrolled in a study for a follow-up series of interventions. However, the data from follow-up sessions were not considered a unified participant study if they were performed in a period of more than 1 week from the last session. Figure 1 presents a visualization of the protocol performed by each participant. A participant study was defined as one in which data were collected from sessions performed continuously, composed the same game sequence in every session, and came from a single participant.
From the aforementioned sequence of games (Gi), 4 were used for the analysis (fishing, kinematic orchestra, picking citrus fruits, and retraining in eating behavior). These correspond to exergames and are captured in a unified manner using depth sensor cameras. These are the ones that require body movement interactions with the game and were suggested by health care professionals as the most indicative for capturing the patient’s condition and the most commonly appearing Parkinson disease symptoms. The protocol also included preclinical and postclinical neuropsychological and physical assessments using standardized questionnaires, as presented in the previous section. The participants were also engaged in 1 testing session before the actual intervention period to familiarize themselves with the games and eliminate the effect of nonrepresentative game measures owing to misunderstandings in the first intervention.

Participants

The experimental data set that was used for testing the approach in this study consists of gaming sessions that took place within the i-Prognosis H2020 project [49] within day care centers of the "Northern Greece Association of Parkinson’s Disease Patients and Friends." A total of 13 participants, all diagnosed with Parkinson disease, with a mean age of 64.5 (SD 9.3) years, participated in the study protocol. All participants signed an informed consent form, and no financial incentives were provided to them. The participants interacted with the webFitForAll platform twice a week in sessions of 60 minutes each. Each participant performed a mean number of 25.9 (SD 5.4) sessions. Clinical assessment tests were administered within a week before entering the study (before the assessment) and within 1 week after completing the series of intervention sessions (after the assessment).

Analysis Methodology

Preprocess

The mean and SD values were calculated for each in-game metric per session. The result for each user is a time series for each in-game metric, with every point in the time series representing the value for 1 session. Each user played various games and different in-game metrics were captured for each game. A visual representation of the data set collected for each user is shown in Figure 2.

After collecting all the data, the outliers for each in-game metric were found and removed using the IQR based on the quartile method for the detection of outliers [50]. IQR is the range between the median of the upper and lower halves of the data. A total of 4 quartiles were computed for each in-game metric series, and the IQR was calculated as $IQR = Q_3 - Q_1$. A point in an in-game metric was considered an outlier if its value exceeded the value of $1.5 \times IQR$ and was then removed from the data set. In addition, we removed extreme values that were produced when the human skeleton was not detected properly because of the hardware resolution and monitoring conditions. Some extreme values were also produced by software bugs that were subsequently identified using the log files of the system.
The next step was to extract the features from each in-game metric time series. The mean and SD values of the time series were selected as features. The first 5 values of each in-game metric time series, henceforth referred to as PRE in-game metric data, were calculated for each in-game metric feature. The first 5 sessions were considered to better reflect the physical and mental state of the participants before the beginning of the intervention, absorbing any artifacts from the games learning procedure. Considering only 1 game point in the analysis can affect the reliability of results.

Clustering
A set of neuropsychological and physical assessment tests was used as the ground truth for separating participants into groups with better or worse physical and cognitive states using clustering analysis. The hierarchical agglomerative clustering (HAC) algorithm was used for clustering. In HAC, each observation is initially considered a separate class. The algorithm chooses clusters that are most similar to each other and merges them into 1 cluster, which continues until all objects are merged into a single cluster.

Classification
A classification method was used to predict the group each participant belongs to using, as features, the in-game metrics. Each feature set consists of all in-game metric values following the feature extraction procedure described earlier. The decision tree classifier was selected as the classification method because the internal decision-making logic is clear and transparent, which is not the case for black box-type algorithms such as neural networks. Decision tree classifiers are fast to train and allow the capture of descriptive decision-making knowledge that can help us interpret results. The decision rules produced by the decision tree classifier can also be exploited in the design and interpretation of other in-game metrics. The selection measure used in this study is the Gini index, which measures the probability that a specific variable is incorrectly classified when its class is randomly chosen.

The leave-one-out method was used to mitigate the low volume of data. In this method, the data set was first separated into m number of data sets each containing 1 feature vector for 1 participant. In each iteration, 1 feature vector was kept for testing, whereas the other m-1 feature vectors were used for training the model. When all feature vectors have been used 1 time for testing, the process is complete. Thus, for every feature vector, there is an assigned class, which is the predicted class.

Analyzing Each In-Game Metric Separately
The aim of this step is to identify the contribution of each in-game metric to the prediction of the well-being status that corresponds to each assessment test. To do so, a feature vector containing the mean value of all sessions for each in-game metric was calculated for each user. In addition, the clinical assessment test feature vector was calculated, which corresponded to the different states of well-being. This vector consisted of the mean value for each preassessment and postassessment test. The Pearson correlation coefficient between the in-game metrics and clinical assessment tests was calculated. The results were considered to specify which in-game metrics

Figure 2. Visual representation of mock data set representing a participant study.
could predict which assessment test. Metrics with a strong correlation (high Pearson correlation coefficients) were selected for further analysis.

Representing each time series with a single value lacks information about the progression of values and how they change over time, which might be present in the whole time series. To avoid this and consider the evolution of each participant throughout the sessions, the dynamic time warping (DTW) [51] method was used. DTW is a method used in time series analysis to measure the similarity of 2 time series, even if they have differences in speed. For example, 2 time series can have the same form, but vary in time length and data points. The values that demonstrated a strong correlation in the previously described step were used to calculate the distance matrix using the DTW method. This distance matrix was then used as the input for HAC analysis.

**Ethics Approval**

This study was approved by the School of Medicine Bioethics Committee (protocol number 4.123, 17/7/2019).

**Results**

First, we present the results of the general analysis considering all games and their in-game metrics, as well as all clinical assessment tests. Then, the results presented focus on the picking citrus fruits score in-game metric, which has the highest predictive value according to the general results.

**Clustering**

The HAC clustering algorithm using the Euclidean distance metric and ward linkage resulted in the following groups:

- Group 0: p#2, p#6, p#8, p#9
- Group 1: p#0, p#1, p#3, p#4, p#5, p#7, p#10, p#11, p#12

Figure 3 presents boxplots of the clinical assessment tests for the 2 different groups of participants that were formed after clustering. In most cases, the 2 formed groups demonstrated a large difference in the distribution of values, which is an indication of good intercluster differences.

In general, group 0 scored lower range of values compared with group 1 in most tests. The image is different in Fullerton Fitness Test (FFT) foot up and go, BMI, and 10 Meter Walk, but these are tests that show higher values indicate lower capacity. Thus, we can safely conclude that group 0 included participants with lower physical and cognitive capacities, whereas group 1 included participants with higher physical and cognitive capacities.
Figure 3. Clinical assessment test values for the 2 different groups formed after clustering. BBS: Berg Balance Scale; CB&M: Community Balance and Mobility; FFT: Fullerton Fitness Test; FFT_AC: Fullerton Fitness Test arm curl; FFT_BS: Fullerton Fitness Test back scratch; IADL: Instrumental Activities of Daily Living; PDQ-8: 8-item Parkinson’s Disease Questionnaire; POMA: Performance-Oriented Mobility Assessment; SPPB: Short Physical Performance Battery; TONI-2: Test of Nonverbal Intelligence, 2nd edition.

Classification

The decision tree classifier (criterion=Gini) was evaluated using the leave-one-out method. The goal was to predict if a user belongs to group 0, indicating lower physical and cognitive capacity or in group 1, indicating higher physical and cognitive capacity using information coming only from in-game metrics. The mean values of the initial measurements (PRE) of the in-game metrics were used as features for the prediction. A high classification accuracy (0.846) shows the capacity of in-game metrics to distinguish users with comparable discriminant values to the clinical assessment tests. The confusion matrix and evaluation metrics are presented in Table 1.
Table 1. Confusion matrix and results from classification.

<table>
<thead>
<tr>
<th>True label</th>
<th>Predicted label</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Zero</td>
<td>One</td>
<td>One</td>
<td>False Positive</td>
<td>True Positive</td>
</tr>
<tr>
<td>One</td>
<td>• True negative</td>
<td>• False Positive</td>
<td>8 (^b)</td>
<td>1</td>
<td>7.69%</td>
</tr>
<tr>
<td></td>
<td>• 8 (^b)</td>
<td></td>
<td>61.54%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zero</td>
<td>• False negative</td>
<td>• True Positive</td>
<td>1</td>
<td>3</td>
<td>23.08%</td>
</tr>
<tr>
<td></td>
<td>• 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Accuracy 0.846; recall 0.75; precision 0.75; \(F_1\)-score=0.75.
\(^b\)The absolute numbers are the instances that were true negative, false positive, etc, and the percentage of instances to the total number of instances.

The model also demonstrated high recall, precision, and \(F_1\)-score values, which further supports the sensitivity of the model for detecting participants with both higher and lower levels of physical and cognitive capacity.

Participant p#12 was falsely assigned to group 1 by the classifier, whereas participant p#2 was falsely assigned to group 0.

**Analyzing Each In-Game Metric Separately**

The Pearson correlation coefficient of the in-game metrics series with the clinical assessment tests is presented in Figure 4. Only the correlations with absolute values higher than 0.6 are presented. In-game metrics with a high correlation with specific test values can be used to build a model that predicts the exact value of the assessment test and not just a general class that separates the group of participants into higher and lower physical and cognitive capacity.

From Figure 4, we conclude that the picking citrus fruits score in-game metric has a higher degree of correlation with most clinical assessment tests. Thus, this in-game metric is the most reliable for further investigation of its correlation with each clinical assessment test separately. Although the picking citrus fruits score has a strong correlation with various assessment tests, this in-game metric alone cannot be used to separate participants into 2 categories based on their physical and cognitive status.

The time series for each participant for the picking citrus fruits score in-game metric was used to calculate the distance matrix using the DTW method. This distance matrix, using HAC with complete linkage, resulted in 3 clusters based on their performance in the specific metric (picking citrus fruits score):

- Group 1: p#9, p#6, p#8
- Group 2: p#3, p#5
- Group 3: p#7, p#12, p#11, p#0, p#4, p#2, p#1, p#10

To further assess the results of clustering, we present the CB&M, the FFT arm curl, and the FFT 8-foot up and go mean prevalues and postvalues in correlation with the mean picking citrus fruits score in-game metric, which are the tests with higher correlation values, as shown in Figure 5. The different identified groups are presented with different colors.

All 3 clinical assessment tests demonstrated a strong correlation with the in-game metric \((r=0.82, r=-0.87,\) and \(r=0.85)\) and clear separation of the 3 clusters created using the whole time series. Group 0 corresponds to participants with lower capacity and performance, group 1 corresponds to medium performance, and group 2 includes the best players with higher physical capacity. Participants p#6, p#8, and p#9 were assigned to the clusters that correspond to the “good” participants in both the aggregated study and considering only 1 in-game metric. Participant p#0 was close to the lower capacity group in all cases but was clustered in the medium performance group based on the picking citrus fruits game score that the participant achieved over time. Participant p#0 was assigned to the higher-capacity group in the clustering, which shows the importance of considering a combination of in-game metrics for the assessment. It is important to point out that the 3 tests with higher correlation values assess physical capacity, which indicates that it is important to include other in-game metrics to assess cognitive capacity as well.
Figure 4. Pearson correlation of in-game metrics series with assessment tests. BBS: Berg Balance Scale; CB&M: Community Balance and Mobility; FFT: Fullerton Fitness Test; IADL: Instrumental Activities of Daily Living; POMA: Performance-Oriented Mobility Assessment; SPPB: Short Physical Performance Battery.

<table>
<thead>
<tr>
<th>Metric</th>
<th>BBS</th>
<th>CB&amp;M</th>
<th>FFT</th>
<th>IADL</th>
<th>POMA</th>
<th>SPPB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Picking citrus fruits_score</td>
<td>0.74</td>
<td>0.66</td>
<td>0.61</td>
<td>0.64</td>
<td>-0.69</td>
<td>-0.68</td>
</tr>
<tr>
<td>Kinematic Orchestra_score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kinematic Orchestra_goalTime</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retrain eating behavior_score</td>
<td>0.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fishing_score</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.73</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Figure 5. Community Balance and Mobility test versus picking citrus fruits game score (right), Fullerton Fitness Test (FFT) 8-foot up and go test versus picking citrus fruits game score (center), and 10 FFT arm curl test versus picking citrus fruits game score (left). The identified groups are presented with different colors. CB&M: Community Balance and Mobility; FFT: Fullerton Fitness Test.

Discussion

Principal Findings

This study explored the possibility of using in-game metrics as digital biomarkers to gain meaningful insights into participants’ physical and cognitive states. The analysis was performed in two different steps: (1) considering the whole data set of clinical assessment tests to compute a baseline and then classifying participants based on in-game metrics and (2) evaluating the value of a single in-game metric to predict the participants’ physical state.

The analysis returned very promising results, achieving an 85% accuracy in distinguishing the 2 groups of participants based on their performance in the preneuropsychological and physical assessment tests (group 0 indicates lower physical and cognitive capacity, whereas group 1 indicates higher physical and cognitive capacity). Considering the classification of the participants from in-game metrics, a professional can obtain an idea for the participant profile based on the characteristics of each group in the corresponding cognitive and physical assessment (Figure 4). The proposed methodology can be generalized for further use in other types of SG and in-game assessment settings.
metrics using different standard tests as the ground truth for each user, as it is metric agnostic.

Although the use of a combination of in-game metrics as a digital biomarker for characterizing well-being returned promising results, the separate use of each in-game metric can provide more detailed information for specific physical and cognitive capacities. Picking citrus fruits score in-game metric achieved a high correlation with multiple physical assessments and can be further considered as a digital biomarker for characterizing physical status. The picking citrus fruits game that demonstrated the highest descriptive value, targets improvement of motor skills, synchronization, and balance skills [52]. It shows high correlations with physical tests, such as FFT and CB&M, which provide insights into the physical state of the person and the movement of the lower body. Achieving a higher score in the picking citrus fruits game can be explained by the fact that a player with higher stability and strength in the lower body has higher confidence and performs the exercise with precision and speed. This translates to higher clinical assessment scores.

**Insights From Professionals**

A total of 4 professional experts in the health and well-being domain assisted the participants in their day-to-day interactions with the games and performed clinical assessments. The professionals evaluated the participants’ performance, overall capacity, and value of the proposed games. Professionals considered the fishing and picking citrus fruits games as games that can more effectively separate participants into 2 groups. This supports the results of this study, as the 2 games yielded higher correlations with the ground truth assessment test.

Participants p#6, p#8, and p#9 were considered as the players with the higher capacity and performance by professionals, which is also reflected in the results of the current analysis. These players were always classified in the group of “better” cognitive and physical state. The professionals working with p#12 commented that the participant was not very concentrated during the sessions and used to talk frequently. This may explain the false classification results and incoherent outcomes between the 2 analyses. Participant p#0 was assigned to group 1 based on the picking citrus fruits in-game metric, although it had low scores in physical assessment tests. Professionals working with the participant commented that besides the low physical capacity, the participant had tried a lot and showed great progress. This explains why the DTW distance score was lower for participants in group 1, indicating a tendency to improve, and hence, assign the participant to that group.

In the case of a system with both interventional and assessment capabilities, such as webFitForAll, the value for the participants could be 2-fold. First, delay in cognitive decline onset as physical exercise is a preventive intervention for cognitive decline [53]. Second, early detection of cognitive and physical decline symptoms would provide the opportunity for the early administration of available treatments when interventions are more effective [34,54].

The presented methodology could be useful in categorizing players with very high and poor performance. The transition from one group to another throughout the course of the intervention sessions can be an alarm for further evaluation. The first set of sessions can also be exploited to collect data to guide the design of individualized interventions and specify areas of difficulty and behavioral response patterns to the skills being tested.

**Comparison With Previous Studies**

There is an increasing body of research that investigates the complementarity of digital tools for measuring health, well-being, and clinical outcomes, along with existing methods. Similar studies have investigated the use of 3D depth sensor cameras (Microsoft Kinect) in game design to identify patients with spinal muscular atrophy and healthy controls [55]. Similar to our results, they identified some digital biomarkers that can detect differences (eg, hand velocity), whereas other minor differences in functioning cannot be detected. The study by Gielis et al [56] used a combination of data produced by a casual card game as digital biomarkers to distinguish mild cognitive impairment from healthy participants. Their results were similar to ours (accuracy 0.792), but a direct comparison of the 2 studies could not be performed. However, both studies focused on the suitability of analyzing in-game metrics for characterizing participants’ health and well-being.

In-game metrics cannot substitute for the use of clinical neuropsychological and physical evaluation, but can be used as an auxiliary method of amplifying and cross-referencing results from the traditional method of evaluation. Beyond SG, recent studies present computerized forms of cognitive assessment tests where the results are compared against the corresponding pen and paper tests, which exhibit a strong correlation [26]. These game-like screening tests focus mainly on the assessment of the player and not on the intervention, thereby confusing the term “game” with the term “computerized test.” In addition, a number of computerized cognitive screening tests have been evaluated with respect to their sensitivity and specificity with high accuracy [57-59]. Each SG consists of a multifactorial stimulus and improvement features, whereas assessment tests provide a structured evaluation method that specifically targets 1 factor. In-game metrics can provide detailed and rich data on processes and the progress of the participant, which can be used for evaluation over time and individually for each participant.

Although digital biomarkers from SG show significant discriminative value, a more in-depth contextual analysis is required per case. A better understanding of each target group’s capabilities and particularities can lead to further adaptation and selection of measures.

**Limitations**

Some of the limitations of the study are the small number of participants (N=13) and individual factors, such as partial symptomatology and the course of Parkinson disease, that significantly differentiated the conditions for each of the participants and because of the small sample size as variables bear great weight in the influence of the results. Owing to the small sample size, the above method of dividing into groups of users with good performance and those with poor performance
is not very sensitive in locating players with more specific performance profiles and unstable performance.

In addition, most games were played with the help of a facilitator. The facilitator played a supporting role, but sometimes their comments could bias the in-game metric results. This research methodology could be applied to larger samples and provide safer results, as the influence of individual endogenous and environmental factors would be reduced. Factors such as hesitation to participate, stress, or preexisting depression can be assessed at the beginning of the intervention and can be used to weigh the individual results as they can affect the engagement and effort put by each participant.

Finally, the SG were initially designed as interventions and did not aim to assess the participants. However, as their value as screening methods becomes apparent, a redesign in that direction could support their valorization as decision-support tools.

**Conclusions**

SG have recently been used as a reach source of unobtrusively captured information about the user that can drive the creation of digital biomarkers for assessing health and well-being. This study explores the use of the webFitForAll platform, which collects in-game metrics from user movement during gameplay, to identify different user profiles compared with a baseline created by clinical assessment tests. The results are promising and can boost the analysis for improving in-game metrics to obtain more detailed results. More in-game metrics can be gathered during the analysis, specifically targeting the prediction of assessment tests.
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Abstract

Background: Virtual reality (VR) exergaming is a new intervention strategy to help humans engage in physical activity to enhance mood. VR exergaming may improve both mood and executive function by acting on the prefrontal cortex, expanding the potential benefits. However, the impact of VR exergaming on executive function has not been fully investigated, and associated intervention strategies have not yet been established.

Objective: This study aims to investigate the effects of 10 minutes of VR exergaming on mood and executive function.

Methods: A total of 12 participants played the exergame “FitXR” under 3 conditions: (1) a VR exergame condition (ie, exercise with a head-mounted display condition [VR-EX]) in which they played using a head-mounted display, (2) playing the exergame in front of a flat display (2D-EX), and (3) a resting condition in which they sat in a chair. The color-word Stroop task (CWST), which assesses executive function; the short form of the Profile of Mood States second edition (POMS2); and the short form of the Two-Dimensional Mood Scale (TDMS), which assess mood, were administered before and after the exercise or rest conditions.

Results: The VR-EX condition increased the POMS2 vigor activity score (rest and VR-EX: t₁₁=3.69, P=.003) as well as the TDMS arousal (rest vs 2D-EX: t₁₁=3.74, P=.007; rest vs VR-EX: t₁₁=3.74, P=.007; 2D-EX vs VR-EX: t₁₁=3.02, P=.01) and vitality scores (rest vs 2D-EX: t₁₁=3.74, P=.007; rest vs VR-EX: t₁₁=4.84, P=.002; 2D-EX vs VR-EX: t₁₁=3.53, P=.006), suggesting that VR exergaming enhanced mood. Conversely, there was no effect on CWST performance in either the 2D-EX or VR-EX conditions. Interestingly, the VR-EX condition showed a significant positive correlation between changes in CWST arousal and reaction time (r=0.58, P=.046). This suggests that the effect of exergaming on improving executive function may disappear under an excessively increased arousal level in VR exergaming.

Conclusions: Our findings showed that 10 minutes of VR exergaming enhanced mood but did not affect executive function. This suggests that some VR content may increase cognitive demands, leading to psychological fatigue and cognitive decline as an individual approaches the limits of available attentional capacity. Future research must examine the combination of exercise and VR that enhances both brain function and mood.

(JMIR Serious Games 2022;10(3):e38200) doi:10.2196/38200
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Many previous studies support the benefits of physical activity for improving physical and mental health. Physical activity has been shown to decrease the risk of noncommunicable diseases, such as cardiovascular disease and type 2 diabetes [1], and to improve mental health [2,3]. Furthermore, in both older and younger adults, high aerobic fitness has been reported to be beneficial for maintaining executive functions (mental set shifting, information updating, and inhibition of prepotent responses [4]), making physical activity increasingly important [5-8]. However, according to the World Health Organization, approximately 25% of adults and 80% of adolescents worldwide are inactive, making physical inactivity a serious health problem. In addition, the global COVID-19 outbreak has forced people to socially disperse and self-isolate to prevent the spread of the infection, resulting in a greater proportion of individuals experiencing physical inactivity [9].

Recently, exergaming using virtual reality (VR) has been the focus of a new approach to promote physical activity [10]. The main feature of VR is that it combines a realistic 3D environment, body tracking using a head-mounted display (HMD), and handheld controllers to immerse the user in a virtual simulation [11,12]. Previous studies have suggested that VR may increase the potential for long-term participation in physical activity by distracting attention from negative images of exercise that depict it as physically fatiguing [13], boring, and strenuous [14,15], and inducing a positive mood toward exercise [16-18]. Dopaminergic nervous system involvement has been postulated as a potential brain mechanism for this positive mood effect, and VR has been used to rehabilitate patients with Parkinson disease, which is associated with decreased dopamine levels [19,20]. Previous studies have also shown that the brain’s dopaminergic system, originating in the ventral tegmental area and the substantia nigra, is related to executive function through the prefrontal cortex and the striatum [21-23]. This suggests that VR exergaming may enhance executive functions governed by the prefrontal cortex, which may further augment VR’s value as an exercise prescription. However, the effects on the executive function of acute exercise under VR have not been fully tested, and optimal levels of VR use remain unknown.

To examine the effects of acute exercise under VR on mood and executive function, an experimental model with high reproducibility is required to assess mood and executive function. In this study, we used the color-word Stroop task (CWST) to assess executive function, and the Two-Dimensional Mood Scale (TDMS) to assess mood state (arousal, pleasure, vitality, and stability). Previous studies have used these measures to examine exercise effects, and have found that 10 minutes of low- or moderate-intensity exercise enhanced mood states, such as arousal and pleasure, and executive function [24,25]. Furthermore, in our prior research, we identified the effects of different exercise conditions, such as listening to music [26] and a hypoxic environment [27], on mood and executive function. The 10-minute exercise set used in these studies provides an excellent model for examining VR exercises’ effects on mood and executive function.

Previous studies suggested that 10 minutes of exercise enhances executive function [24,25,28-30], and that positive mood during exercise may influence the positive effect on executive function [25,26]. In this study, we hypothesized that VR is an environmental factor that enhances positive mood and executive function by exercise and aimed to clarify whether transient exercise under VR enhances both mood and executive function.

Methods

Experimental Procedure
Prior to beginning the main experimental process, each participant was given verbal instructions, guided through the consent process, practiced the CWST 3 times, and engaged in VR exergaming. Participants were instructed to play the in-game tutorial to learn how the game is played. Once the tutorial was completed, participants played the 10-minute program used in this experiment once to familiarize themselves with exergaming. A few days after the first visit, participants engaged in 1 of the 3 experimental conditions—rest, exercise in front of a display (2D-EX), or exercise with an HMD (VR-EX). All participants completed all 3 conditions, each on a separate day, with the order counterbalanced across participants (Figure 1D). In the 2D-EX and VR-EX conditions, participants completed the CWST before and after 10 minutes of exercise. In the rest condition, participants completed the CWST before and after sitting in a chair for 10 minutes. In all conditions, participants completed a questionnaire and had their blink rate measured for 3 minutes before performing the CWST.
Participants
A total of 13 right-handed Japanese-speaking young adults (7 men and 6 women) were recruited from June to July 2021. The sample size was determined by assuming that the effects of exercise would be similar to those found in our previous studies [27,31]. All participants were without regular exercise habits, Japanese native speakers, healthy, and unaware of the experimental procedures for which they volunteered. No participant reported a history of neurological, psychiatric, or respiratory disorders, and none had a condition requiring medical care. One male participant withdrew from the study because he was color-blind and had difficulty discriminating colors in executive function tasks. The remaining 12 participants (6 men and 6 women) were included in the main analyses (mean age 20.15 years, SD 3.05 years); 8 participants (67%) self-reported that they played computer games on a weekly or monthly basis, and 4 participants did not specify this information. All participants did not specify this information. All participants were asked to refrain from exercise, alcohol consumption, and caffeine for at least 24 hours prior to each experimental session to control for outside factors that could affect cardiovascular and executive functions. Post hoc sensitivity analysis performed based on this sample with 80% power and \( \alpha = 0.05 \) demonstrated sufficient sensitivity to detect repeated-measures effects exceeding \( f = 0.50 \) and paired \( t \) test differences exceeding \( d = 0.85 \) (with a 2-tailed \( \alpha \)), as computed using G*Power (3.1.9.2; The G*Power Team).

Materials and Apparatus
Virtual Reality Setup
The FitXR exergame (developed by FITAR LIMITED) was administered using a commercially available HMD (Oculus Quest 2; Meta Platforms, Inc.). FitXR was selected because it is easy to play even for users with no previous exposure to VR, and can be continued for 10 minutes without interruption even if a play error occurs during the game. Using motion tracking, FitXR simulates handheld controllers as boxing gloves, whereby users punch the targets and must actively crouch and dodge obstacles. The game immerses the participant through tactile sensations of punching the target, auditory sensations of music playing, and performance feedback. In the VR-EX condition, participants played FitXR using an HMD and handheld controllers (Figure 1A).

Movie Setup for Exercise Conditions
For the same exercise condition without VR exposure (ie, the 2D-EX condition), participants exercised while watching the exergaming program movie displayed on a flat screen (27-in., 1920 × 1080 pixels, 60 Hz) positioned 1.5 m away from them (Figure 1B). This allowed participants to perform the same exercise as in the VR condition, but without the HMD. Although they performed the exercise with hand controllers in this condition, they did not receive tactile, auditory, or performance feedback.

Behavioral Measurements
The CWST, created from web-building platforms (Lab.js v19.1.0) [32], was used to evaluate executive function, and was adopted in an event-related design [8,24-30,33-35]. Two rows
containing letters or words were presented on a screen and participants were instructed to decide whether the color in which the letters or words in the top row were written corresponded to the color name presented in the bottom row (Figure 1C), pressing a “yes” or “no” button with their right or left forefinger, respectively, to respond. Reaction time (RT) and correct rate were recorded for task performance.

The CWST comprised 3 trials: 16 neutral, 16 congruent, and 16 incongruent. Each task was presented using the same method as in our previous study [27,35], and participants were asked to judge whether the color of the color name word or symbol displayed in the upper row matched the meaning of the color name word displayed in the lower row. The correct answer ratio assigned to “yes” and “no” was 50%. Each stimulus was separated by an interstimulus interval showing a fixation cross for 2 seconds to avoid a prediction of the subsequent trial’s timing. The stimulus remained on the screen until a response was given or for 1 second. This study adopted Stroop interference, a specifically defined cognitive process, to elucidate the effect of an acute bout of exercise on executive function. We measured this by calculating the incongruent-neutral contrast, which is assumed to represent Stroop interference.

### Physiological Measurements

Heart rate (HR) was measured with an HR sensor (H10; Polar Electro) and an HR monitor (Vantage V2; Polar Electro). Spontaneous eye blink rate (sEBR) was measured as a noninvasive brain dopaminergic system indicator [36-39]. Participants sat in front of a 27-inch display, located 70 cm from them, and were asked to look at a fixation cross presented at the center of the display at rest; the sEBR (per minute) was recorded for 3 minutes using a camcorder (120 frames/second, 2560 × 1440 pixels; Hero 8; GoPro, Inc.) that was set below the display. The sEBR was counted by 1 (GO) rater. Preliminarily, half the sample was counted by an independent rater (RK) and high validity was confirmed (r=0.995). The individual sEBR was calculated by dividing the total number of eye blinks during the 3-minute measurement interval by 3. All sEBR data were collected by 6 PM because sEBR can be less stable at night [37].

### Psychological Measurements

Participant Rating of Perceived Exertion (RPE) [40] was recorded before and after the exercise intervention to assess psychological exercise intensity. In the Japanese version of the Profile of Mood States second edition (POMS2) [41] and TDMS questionnaires were administered to assess psychological indicators before and after the exercise intervention.

The POMS2 contains 35 items and evaluates 7 mood states (anger-hostility, confusion-bewilderment, depression-ejection, fatigue-inertia, tension-anxiety, vigor-activity, and friendliness). This study used a subset of 10 items related to vigor-activity and fatigue-inertia to verify whether exergaming enhances mood or causes fatigue.

The TDMS [42] is a momentary mood scale; the short form comprises 2 words describing arousal and pleasure states (lively and relaxed) and evaluates 4 mood states (arousal, pleasure, vitality, and stability). Participants were asked to indicate how they were feeling for each mood-expressing word using an 11-point Linkert scale that ranged from –5 (Listless) to 5 (Lively) and –5 (Irritated) to 5 (Relaxed). In addition to “words” and “numbers” describing the psychological state, the shortened version used “person illustrations” and “color images” to reduce the burden of answering for participants who were unfamiliar with the experiment.

### Statistical Analysis

All analyses were performed using R software (4.1.2; R Foundation for Statistical Computing) and the EZR on R Commander package [43]. Two-way repeated measures ANOVA tests were performed to compare between conditions. First, the Mendoza multisample sphericity test was used to assess whether sphericity was maintained. When the sphericity assumption was confirmed, we conducted a repeated measures ANOVA with Greenhouse-Geisser epsilon correction; otherwise we performed a repeated measures ANOVA. Significant differences obtained from the ANOVA were tested using the corresponding t test (paired) with Holm correction. To clarify the relationships between parameters and executive performance, we conducted Pearson correlation analyses. Statistical significance was set at a priori at P<.05 for all comparisons.

### Ethics Approval

This study was conducted in accordance with the Declaration of Helsinki and was approved by the Ethics Committee of the Niigata University of Health and Welfare, Niigata, Japan (approval number 18631-210601). Participants were informed that their data would be kept confidential and provided written informed consent to participate in the study.

### Results

#### Overview

All participants performed the experiment perfectly; no participant reported VR-related adverse effects such as motion sickness, dizziness, and headaches after VR-EX.

#### Physiological Parameters

Table 1 summarizes the HR, RPE, and sEBR results. These were included in the repeated measures two-way ANOVA with condition (rest/2D-EX/VR-EX) and time (before/after) as within-participant factors. The results showed a significant interaction between condition and time in HR and RPE (HR: F(2,22)=41.9, P<.001; RPE: F(2,22)=39.5, P<.001) and a significant main effect of time (F(1,1)=16.1, P=.002) in sEBR. The paired t test with Holm correction showed significant differences in HR between the rest and 2D-EX conditions, and between the rest and VR-EX conditions during exercise (rest vs 2D-EX: t11=9.60, P<.001; rest vs VR-EX: t11=7.70, P<.001). The paired t test with Holm correction resulted in significant RPE differences among all postexercise conditions (rest vs 2D-EX: t11=6.25, P<.001; rest vs VR-EX: t11=7.41, P<.001; 2D-EX vs VR-EX: t11=2.99, P=.01).
Table 1. Physiological parameters.

<table>
<thead>
<tr>
<th>Conditions and variables</th>
<th>Before exercise, mean (SD)</th>
<th>During exercise, mean (SD)</th>
<th>After exercise, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Rest</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HR(^a) (bpm)</td>
<td>74.7 (13.7)</td>
<td>70.3 (13.1)</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>RPE(^c) (point)</td>
<td>6.0 (0.0)</td>
<td>N/A</td>
<td>6.1 (0.3)</td>
</tr>
<tr>
<td>sEBR(^d) (per minute)</td>
<td>29.9 (20.1)</td>
<td>N/A</td>
<td>36.0 (18.5)</td>
</tr>
<tr>
<td><strong>2D-EX(^e)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HR (bpm)</td>
<td>82.4 (8.8)</td>
<td>108.2 (15.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>RPE (point)</td>
<td>6.0 (0.0)</td>
<td>N/A</td>
<td>10.1 (2.3)</td>
</tr>
<tr>
<td>sEBR (per minute)</td>
<td>30.7 (18.7)</td>
<td>N/A</td>
<td>41.2 (21.6)</td>
</tr>
<tr>
<td><strong>VR-EX(^g)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HR (bpm)</td>
<td>81.0 (10.0)</td>
<td>117.5 (18.7)(^f)</td>
<td>N/A</td>
</tr>
<tr>
<td>RPE (point)</td>
<td>6.0 (0.0)</td>
<td>N/A</td>
<td>11.7 (2.8)(^f,h)</td>
</tr>
<tr>
<td>sEBR (per minute)</td>
<td>34.0 (21.5)</td>
<td>N/A</td>
<td>38.1 (29.2)</td>
</tr>
</tbody>
</table>

\(^a\)HR: heart rate.  
\(^b\)N/A: not applicable.  
\(^c\)RPE: Rating of Perceived Exertion.  
\(^d\)sEBR: spontaneous eye blink rate.  
\(^e\)2D-EX: exercise in front of a display condition.  
\(^f\)P<.05 versus rest.  
\(^g\)VR-EX: exercise with a head-mounted display condition.  
\(^h\)P<.05 versus 2D-EX.

Psychological Parameters

The POMS2 vigor-activity and fatigue-inertia results are shown in Figure 2. The 2-way repeated measures ANOVA with condition (rest/2D-EX/VR-EX) and time (before/after) as within-participant factors showed a significant interaction between condition and time in vigor-activity ($F_{2,22}=4.2, P=.03$). The paired t-test with Holm correction results showed significant differences between the rest and VR-EX conditions at postsession ($t_{11}=3.69, P=.003$).

The TDMS data in Figure 3 were analyzed using 2-way repeated measures ANOVA with condition (rest/2D-EX/VR-EX) and time (before/after) as within-participant factors, and showed a significant interaction between condition and time in arousal ($F_{1,26,13.87}=21.14, P<.001$), stability ($F_{1,31,14.36}=12.34, P=.002$), and vitality ($F_{1,42,15.67}=18.96, P<.001$), and a significant main effect of time on pleasure ($F_{1,11}=8.99, P=.01$). The paired t-test with Holm correction results for arousal and vitality showed significant differences between the rest and 2D-EX conditions, between the rest and VR-EX conditions after exercise, and between the 2D-EX and VR-EX conditions after exercise (arousal—rest vs 2D-EX: $t_{11}=5.34, P<.001$; rest vs VR-EX: $t_{11}=5.99, P<.001$; 2D-EX vs VR-EX: $t_{11}=3.02, P=.01$; vitality—rest vs 2D-EX: $t_{11}=3.74, P=.007$; rest vs VR-EX: $t_{11}=4.84, P=.002$; 2D-EX vs VR-EX: $t_{11}=3.53, P=.006$). The paired t-test with Holm correction results for stability showed significant differences between the rest and 2D-EX conditions ($t_{11}=3.82, P=.006$), and between the rest and VR-EX conditions ($t_{11}=4.02, P=.006$) after exercise.
Figure 2. (A) Vigor-activity and (B) fatigue-inertia of POMS2 under each condition. The tops and bottoms of the boxes are third and first quartiles, respectively. The upper and lower ends of the whiskers represent the highest data points within 1.5 IQRs of the upper quartiles and the lowest data points within 1.5 IQRs of the lower quartiles, respectively. The bands inside the boxes indicate medians. The red circle is the mean. *P<.05. 2D-EX: exercise in front of a display condition; POMS2: Profile of Mood States second edition; VR-EX: exercise with a head-mounted display condition.

Figure 3. (A) Arousal, (B) pleasure, (C) vitality, and (D) stability of TDMS under each condition. The tops and bottoms of the boxes are third and first quartiles, respectively. The upper and lower ends of the whiskers represent the highest data points within 1.5 IQRs of the upper quartiles and the lowest data points within 1.5 IQRs of the lower quartiles, respectively. The bands inside the boxes indicate medians. The red circle is the mean. *P<.05. 2D-EX: exercise in front of a display condition; TDMS: Two-Dimensional Mood Scale; VR-EX: exercise with a head-mounted display condition.

Executive Performance: Stroop Interference

Table 2 summarizes the RT and CWST results.

First, to examine whether a general CWST tendency could be reproduced in all conditions, RT and correct rate were included in a repeated measures ANOVA using the Greenhouse-Geisser correction, with trial (neutral/incongruent), condition (rest/2D-EX/VR-EX), and time (before/after) as within-participant factors. Results showed a significant main effect of trial on RT ($F_{1,24,13.65}=28.96$, $P<.001$). There was no significant main effect or interaction in the correct rate ($F_{1,27,13.9}=3.50$, $P=.08$). This might be because the percentage of correct answers remained high, above 90% (45.83/48, 95%), for all participants. Conversely, the RT results verified that
Stroop interference was generally observed in all the sessions of this experiment. Thus, to clarify the effect of an acute bout of exercise on a specifically defined cognitive process, we analyzed Stroop interference (incongruent-neutral) by RT.

Next, to examine the RT interaction, we calculated the difference in the degree of Stroop interference between post- and presessions (incongruent-neutral presession, incongruent-neutral postsession). Then, the difference in the degree of Stroop interference between rest, 2D-EX, and VR-EX conditions was calculated using the Greenhouse-Geisser correction with condition (rest/2D-EX/VR-EX) and time (before/after) as within-participant factors. The results showed no significant main effect (condition: $P=.95$; time: $P=.78$) or interaction ($P=.46$; Figure 4).

Table 2. RT$^a$ results and CWST$^b$ correct rate.

<table>
<thead>
<tr>
<th>Variable and conditions</th>
<th>Preneutral, mean (SE)</th>
<th>Precongruent, mean (SE)</th>
<th>Preincongruent, mean (SE)</th>
<th>Postneutral, mean (SE)</th>
<th>Postcongruent, mean (SE)</th>
<th>Postincongruent, mean (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rest</td>
<td>643.6 (46.1)</td>
<td>679.4 (42.6)</td>
<td>732.7 (48.4)</td>
<td>602.5 (27.0)</td>
<td>676.4 (49.4)</td>
<td>693.8 (45.5)</td>
</tr>
<tr>
<td>2D-EX$^c$</td>
<td>605.4 (37.4)</td>
<td>637.3 (46.1)</td>
<td>684.3 (58.3)</td>
<td>607.5 (45.1)</td>
<td>637.6 (49.3)</td>
<td>698.6 (67.8)</td>
</tr>
<tr>
<td>VR-EX$^d$</td>
<td>602.1 (31.2)</td>
<td>663.1 (35.3)</td>
<td>666.5 (45.0)</td>
<td>597.7 (49.4)</td>
<td>615.0 (40.2)</td>
<td>658.8 (50.4)</td>
</tr>
<tr>
<td>Correct rate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rest</td>
<td>96.8 (1.2)</td>
<td>96.4 (1.2)</td>
<td>93.2 (2.0)</td>
<td>96.9 (1.2)</td>
<td>96.9 (1.4)</td>
<td>92.7 (2.2)</td>
</tr>
<tr>
<td>2D-EX</td>
<td>97.9 (1.2)</td>
<td>95.3 (1.7)</td>
<td>93.2 (2.1)</td>
<td>96.4 (1.4)</td>
<td>95.3 (1.7)</td>
<td>97.4 (1.6)</td>
</tr>
<tr>
<td>VR-EX</td>
<td>99.0 (0.7)</td>
<td>96.4 (0.9)</td>
<td>93.2 (2.1)</td>
<td>96.4 (1.2)</td>
<td>97.4 (1.2)</td>
<td>96.9 (1.6)</td>
</tr>
</tbody>
</table>

$^a$RT: reaction time.

$^b$CWST: color-word Stroop task.

$^c$2D-EX: exercise in front of a display condition.

$^d$VR-EX: exercise with a head-mounted display condition.

Figure 4. Stroop interference (RT) differences between pre- and postsessions for each condition. Stroop interference differences showed no significant main effect or interaction. The tops and bottoms of the boxes are third and first quartiles, respectively. The upper and lower ends of the whiskers represent the highest data points within 1.5 IQRs of the upper quartiles and the lowest data points within 1.5 IQRs of the lower quartiles, respectively. The bands inside the boxes indicate the medians. The red circle is the mean. 2D-EX: exercise in front of a display condition; RT: reaction time; VR-EX: exercise with a head-mounted display condition.

Association Between Executive Performance and Physiological and Psychological Results

We examined the correlation between the change in Stroop interference–related RT and altered physiological and psychological parameters in the 2D-EX and VR-EX conditions. The VR-EX condition showed a significant correlation between Stroop interference and arousal ($r=0.58$, $P=.046$; Figure 5). In the 2D-EX condition, there was no correlation between Stroop interference and any parameters. Furthermore, neither condition showed a correlation between the exercise-induced change in Stroop interference and sEPR before exercise.
Figure 5. The association between Δarousal (post-pre) and ΔStroop interference (post-pre) in the VR-EX condition. TDMS: Two-Dimensional Mood Scale; VR-EX: exercise with a head-mounted display condition.

Association Between Physiological and Psychological Results

We examined the correlation between physiological and psychological parameters in the 2D-EX and VR-EX conditions. The correlation matrix summarizing the correlation coefficients and significance results between each variable in the VR-EX and 2D-EX conditions is shown in Figure 6. The VR-EX condition showed correlations between HR and fatigue-inertia ($r=0.64$, $P=.02$), RPE and vigor-activity ($r=-0.67$, $P=.02$), fatigue-inertia ($r=0.65$, $P=.02$), arousal ($r=0.63$, $P=.02$), pleasure ($r=-0.59$, $P=.04$), and stability ($r=-0.66$, $P=.02$). The 2D-EX condition showed no correlations between physiological and psychological parameters. sEBR was not related to any of the psychological parameters in either condition.

Figure 6. The correlation matrix of physiological and psychological parameters in the (A) VR-EX and (B) 2D-EX conditions. The numbers in the matrix indicate the correlation coefficients between each variable, with the asterisk indicating significant correlations ($P<.05$). Color intensity indicates positive and negative correlation coefficients, and the size of the circle indicates the strength of $r$. 2D-EX: exercise in front of a display condition; HR: heart rate; RPE: Rating of Perceived Exertion; sEBR: spontaneous eye blink rate; VR-EX: exercise with a head-mounted display condition.
Discussion

Principal Findings

This study investigated whether VR exergaming enhances executive function and mood. The findings showed that VR exergaming enhanced positive moods, such as vigor-activity and vitality, but did not improve executive function. These results might be explained by the increased arousal level after exercise.

Using estimates of traditional predicted maximum HR [44], we calculated the percent maximum HRs during exercise as 54.1% (2D-EX) and 58.8% (VR-EX). In addition, RPE, which measures a psychological evaluation of exercise intensity, increased to the same extent as in previous studies using a 10-minute moderate-intensity exercise intervention [26,34]. These results suggest that the 2D-EX and VR-EX conditions in this study could be considered as moderate-intensity exercises [45]. As there was no difference in HR between conditions, we believe that the conditions induced the same exercise intensity.

The VR-EX condition caused an increase in the POMS2 vigor-activity scale. Both the 2D-EX and VR-EX conditions increased TDMS arousal, stability, and vitality levels, but arousal and vitality levels differed between the 2 conditions. Participants performed the same-intensity exercise in both conditions, suggesting that the VR exposure might have synergistically increased arousal and vitality levels. These results replicate previous findings that VR exercise improves mood [16]. Conversely, no change in pleasure level was observed in either the 2D-EX or VR-EX condition. As the VR-EX condition involves exergaming to music, we hypothesized that the pleasure level would increase after exercise, because previous studies found that the combination of music and exercise increased the pleasure level [26]; however, this hypothesis was not supported. Although no study participants exhibited symptoms or self-reported VR sickness, it is possible that discomfort from the HMD affected their pleasure level [46,47]. These results might demonstrate the unique characteristics of VR as an exercise environment.

We checked whether Stroop interference, which assesses executive function, was occurring in this experiment. The behavioral measurements revealed a shorter RT in the neutral trials than in the incongruent trials. Thus, we confirmed that Stroop interference could be induced before and after an acute bout of exercise or rest in all conditions. Based on these results, we first compared the effect of all conditions on Stroop interference and found no significant change between conditions; besides, there was no improvement in executive function in either the 2D-EX or VR-EX condition. In addition, there were no differences in executive function improvement between the VR-EX and 2D-EX conditions, despite differences in vigor, arousal, and vitality levels. These results were contrary to our hypothesis and differed from previous studies showing that 10 minutes of moderate-intensity exercise enhanced executive function [30]. Therefore, we examined the physiological and psychological indicators that influenced the changes in executive function in this study.

Our analysis showed an increase in arousal levels as measured by the TDMS in both the 2D-EX and VR-EX conditions, but contrary to previous studies, no association was found in the 2D-EX condition and the opposite association was found in the VR-EX condition. This phenomenon may be considered from the inverse U-shaped model of arousal levels [48]. VR has been shown to increase emotional arousal recorded by multichannel electroencephalograms [49,50], which is consistent with our results showing that the VR-EX condition had a greater arousal increase than the 2D-EX condition. Although exercise-induced increases in intraparticipant arousal levels measured by the TDMS have been associated with enhanced cognitive function and prefrontal activity, which controls cognitive processing [25], excessively increased arousal levels related to high intensity exercise [51] or stress [52] may counteract the beneficial effects of exercise on cognitive function. Therefore, the combination of exercise and VR in this study might have excessively increased arousal levels, counteracting the beneficial effect of exercise on executive function.

Improved executive function from exercise is not only related to arousal level but also to pleasure level [26]. The brain dopaminergic system is related to executive function through prefrontal cortex functions [21-23]. We hypothesized that VR increased the pleasure level and executive function by activating the brain dopaminergic system during exercise. However, our findings showed no change in pleasure levels measured by the TDMS and sEBR (a noninvasive brain dopaminergic system indicator) in the VR-EX condition. This may be because of participants’ lack of familiarity with the exercise style and VR exergaming. No study participants had prior experience with VR exergaming. In addition, many previous studies in which exercise under VR elicits positive mood used bicycle exercises [16-18]; however, participants are more likely to be familiar with a bicycling exercise style than the boxing motion exercise used in this study. Future studies should thus examine long-term intervention effects to familiarize participants with VR and exercise style prior to the VR exergaming intervention.

Furthermore, our findings showed no improvement in executive function in either the VR-EX or 2D-EX condition. The 2D-EX condition in this study combined exercise and computer games, where participants exercised according to the target shown on the display. Therefore, our results are consistent with those of previous studies reporting that a combination of transient exercise and games did not improve executive function [53,54]. Dual tasking has been shown to cause psychological fatigue and cognitive decline (cognitive fatigue) as physical and mental cognitive demands increase [54-57]. However, previous studies in which transient exercise improved executive function have involved only simple bicycle or running exercises [25,26,28,30]. Therefore, the 2D-EX and VR-EX conditions might have increased cognitive demands during exercise, causing cognitive fatigue, which may have counteracted the effect of the exercise on improving executive function. Further research is needed to more comprehensively investigate exercise combined with VR; it is also necessary to examine an exercise-alone condition.
**Limitations**

Several limitations of this study should be noted. First, it included only healthy adults without regular exercise habits; thus, there was insufficient interparticipant evaluation. Further validation with athletes, children, and the elderly is needed to clarify the effectiveness of VR exergaming. Second, the TDMS, which is a psychological rather than a physiological scale, was used to assess brain arousal levels. Future studies should assess physiological arousal using electroencephalograms to clarify optimal VR exergaming conditions that enhance brain function based on brain arousal level. Third, this study used FitXR, a VR exergame with a set exercise intensity; it is unclear to what extent the study results generalize to other games. Our findings suggest that games with high cognitive demands might eliminate the positive effect of exercise on executive function; however, further research is needed to determine whether games with low cognitive demands improve executive function. In addition, as mentioned earlier, we examined the transient intervention effects of VR exergaming; however, long-term intervention effects remain unclear. VR exergaming can cause negative effects, such as VR sickness [46], and positive effects, such as improved mood. It is thus necessary to identify the effects of long-term VR exergaming interventions on the mind and body to develop a strategy for promoting physical activity.

**Conclusions**

Our study confirms that VR exergaming improves some mood items, but did not provide evidence that it improves executive function. We found that VR exergaming with high cognitive demands may inhibit the positive effects of exercise on executive function. To propose VR exergaming that promotes exercise habituation, it is essential to further examine the combination of exercise and VR conditions that enhances both brain function and mood.
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Abstract

Background: Stroke is among the leading causes of long-term disability worldwide. Motor impairments after stroke not only impact the individuals quality of life but also lay substantial burdens on the society. Motor planning is a key component of cognitive function that impacts motor control. Hand movements such as grasping or reaching to grasp require the application of correct force and the coordination of multiple limb segments. Successful completion of hand motor task requires a certain degree of cognitive function to anticipate the requirement of the task. Cognitive function may thus be a confounding factor to rehabilitation outcomes.

Objective: This study aims to explore the impact of cognitive function on functional outcomes in people with subacute stroke after VR intervention.

Methods: Patients with stroke were first stratified into cognitively normal (CN) and cognitively impaired (CI), followed by allocation to the VR or control group (CG). Fugl-Meyer Assessment for Upper Extremity (FMA-UE), Barthel Index (BI), and Instrumental Activities of Daily Living (IADL) were recorded at baseline, 3 weeks after the intervention, and 3 and 6 months after the intervention. The between-group and within-group differences were assessed by repeated-measures analysis of variance (ANOVA).

Results: The between-group comparison indicated that FMA-UE, BI, and IADL (time effect P<.001 for all) scores improved significantly in both groups after the intervention. Repeated-measures ANOVA indicated that FMA-UE, BI, and IADL (time effect P<.001 for all) were significantly different in each subgroup after the intervention. For BI score, the ANOVA results showed obvious interaction effects (treatment × time × cognitive effect, P=.04).

Conclusions: VR intervention was as effective as traditional conventional therapy in improving upper limb function regardless of the cognitive functional level. Patients with stroke with impaired cognitive function may gain more improvement in upper limb function and independency in performing activities of daily living after a VR-based intervention.

Trial Registration: Chinese Clinical Trial Registry ChiCTR-IOC-15006064; https://tinyurl.com/4c9vkrrn

(JMIR Serious Games 2022;10(3):e33755) doi:10.2196/33755
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Introduction

Stroke is among the leading causes of long-term disability worldwide [1]. Despite the continuous improvement in rehabilitation technology, approximately 80% of acute and subacute stroke survivors continue to have residual upper extremity dysfunction of varying degrees [2]. Motor impairments after stroke not only impact the individuals quality of life but also lay substantial burdens on the society.

Virtual reality (VR) intervention is considered a promising approach in stroke rehabilitation. It is characterized by task-oriented and repetitive training with cognitive training elements [3,4]. VR systems create a simulated real life or imaginary environment where participants could interact dynamically [3,5]. Most published studies indicated that this technology provides a variable rehabilitation approach that improves physical function and reduces the demand on staff time [3]. A functional magnetic resonance image (fMRI) study previously published indicated cortical reorganization after VR training, which corresponded with upper limb motor function improvement [6]. Other studies also reported that the VR game system is superior to conventional therapy alone in improving upper extremity motor function recovery when used in conjunction with other interventions [3,7,8]. However, conflicting evidence was reported that VR intervention did not result in better function of the upper extremity when compared with traditional therapy [9,10], or that the change of the motor function was similar between the VR group and the control group [11,12]. A potential reason for the conflicting results may be related to the cognitive status of participants at baseline level.

Motor planning is a key component of cognitive function that impacts motor control [13]. It is known that cognitive function is a predictor of functional outcome in people with stroke [14]. Hand movements such as grasping or reaching to grasp require the application of correct force and the coordination of multiple limb segments [15]. Successful completion of hand motor task must therefore require a certain degree of cognitive function to anticipate the requirement of the task [16,17]. Thus, cognitive function may be a confounding factor of rehabilitation outcome. Studies that employed electro capnography to investigate the cognitive neural process of motor planning reported an increase in computational demand from bilateral hemispheres in patients with stroke [18,19]. A published study that utilized transcranial magnetic stimulation did not show direct evidence that the improvement in cortical activity is clinically relevant to upper limb function [20]. A potential reason is that transcranial magnetic stimulation (TMS) intervention has minimal cognitive involvement, which may limit its benefit on motor skills recovery. Initial studies in this area indicated that patients with higher cognitive status at the time of admission tended to have better rehabilitation outcomes [21,22]. By contrast, some other studies concluded that cognitive impairment had no negative effect on functional improvement [9,23]. Diamond et al [24] also proposed that the reason for poor functional outcome among patients with stroke having cognitive impairment may be more related to the low motor functional status at the time of admission, rather than cognitive impairment.

To date, it remains unclear if cognitive function may influence upper limb functional outcome in patients with stroke who undergo VR intervention and conventional therapy. VR intervention requires the capability of information identification and task execution during the training process [11,25]. This study aimed at exploring the impact of cognitive function on upper limb functional outcome after VR intervention in patients with subacute stroke.

Methods

Study Design

This was a prospective, single-blind, controlled trial, including 2 groups that were divided into 4 subgroups. Participants were first stratified into cognitively normal (CN) if the Mini-Mental State Examination (MMSE) score was greater than or equal to 27, and cognitively impaired (CI) if it was lower than 27 in accordance with previous studies [22,26,27]. Participants were then randomly allocated to either the VR intervention group or the control group, which gave a total of 4 subgroups: cognitively normal VR intervention group (CNVR), cognitively normal control group (CNCG), cognitively impaired VR intervention group (CIR), and cognitively impaired control group (CICG). Allocation sequence was randomly generated by a computer program.

Participants and Recruitment

Participants were recruited from the inpatient ward between August 2008 and December 2017. Patients were screened for eligibility as part of routing assessment. Suitable participants were identified by the clinical team and given written information about the study. Participants who were interested to take part were asked to approach a member of the research team. Patients were included if they (1) had the first ever occurrence of unilateral cerebral infarction as confirmed by magnetic resonance imaging or computed tomography; (2) their initial onset was less than 6 months; (3) were able to sit independently for at least 30 minutes; (4) were able to complete their education level is high-to-middle school (including the Chinese version of the MMSE assessment individually; (5) were willing to participate in the study. Participants who were interested in computational demand from bilateral hemispheres in patients with stroke [18,19]. A published study that utilized transcranial magnetic stimulation did not show direct evidence that the improvement in cortical activity is clinically relevant to upper limb function [20]. A potential reason is that transcranial magnetic stimulation (TMS) intervention has minimal cognitive involvement, which may limit its benefit on motor skills recovery. Initial studies in this area indicated that patients with higher cognitive status at the time of admission tended to have better rehabilitation outcomes [21,22]. By contrast, some other studies concluded that cognitive impairment had no negative effect on functional improvement [9,23]. Diamond et al [24] also proposed that the reason for poor functional outcome among patients with stroke having cognitive impairment may be more related to the low motor functional status at the time of admission, rather than cognitive impairment.

To date, it remains unclear if cognitive function may influence upper limb functional outcome in patients with stroke who undergo VR intervention and conventional therapy. VR intervention requires the capability of information identification and task execution during the training process [11,25]. This study aimed at exploring the impact of cognitive function on upper limb functional outcome after VR intervention in patients with subacute stroke.

Methods

Study Design

This was a prospective, single-blind, controlled trial, including 2 groups that were divided into 4 subgroups. Participants were first stratified into cognitively normal (CN) if the Mini-Mental State Examination (MMSE) score was greater than or equal to 27, and cognitively impaired (CI) if it was lower than 27 in accordance with previous studies [22,26,27]. Participants were then randomly allocated to either the VR intervention group or the control group, which gave a total of 4 subgroups: cognitively normal VR intervention group (CNVR), cognitively normal control group (CNCG), cognitively impaired VR intervention group (CIR), and cognitively impaired control group (CICG). Allocation sequence was randomly generated by a computer program.

Participants and Recruitment

Participants were recruited from the inpatient ward between August 2008 and December 2017. Patients were screened for eligibility as part of routing assessment. Suitable participants were identified by the clinical team and given written information about the study. Participants who were interested to take part were asked to approach a member of the research team. Patients were included if they (1) had the first ever occurrence of unilateral cerebral infarction as confirmed by magnetic resonance imaging or computed tomography; (2) their initial onset was less than 6 months; (3) were able to sit independently for at least 30 minutes; (4) were able to complete their education level is high-to-middle school (including the Chinese version of the MMSE assessment individually; (5) were willing to participate in the study. Participants who were interested in computational demand from bilateral hemispheres in patients with stroke [18,19]. A published study that utilized transcranial magnetic stimulation did not show direct evidence that the improvement in cortical activity is clinically relevant to upper limb function [20]. A potential reason is that transcranial magnetic stimulation (TMS) intervention has minimal cognitive involvement, which may limit its benefit on motor skills recovery. Initial studies in this area indicated that patients with higher cognitive status at the time of admission tended to have better rehabilitation outcomes [21,22]. By contrast, some other studies concluded that cognitive impairment had no negative effect on functional improvement [9,23]. Diamond et al [24] also proposed that the reason for poor functional outcome among patients with stroke having cognitive impairment may be...
participants were classified as cognitively normal and cognitively impaired, respectively; 13 participants did not complete the study due to personal reasons, health insurance issues, and unexpected early discharge from the hospital. Besides, 2 participants reported slight fatigue after VR training, and 1 complained of pain in shoulder, which resulted in the stopping of VR training immediately. **Figure 1** illustrates the number of participants at each stage of the study.

**Intervention**

**Overview**

The VR intervention group consisted of a 30-minute session of conventional rehabilitation program, followed by a 30-minute nonimmersive VR training using Microsoft Xbox 360 Kinect (Microsoft Corporation). Participants in the control group received 1-hour of conventional rehabilitation program. Both the VR group and the control group received treatment 5 days a week for a total of 3 weeks.

**VR Intervention**

This study used the Microsoft Xbox 360 Kinect to provide non-VR intervention. The motion camera monitors the body and extremity movements in 3D and tracks movements in real time. Participants were positioned 1.5-3 m away from the Kinect sensor. The following games were used for VR training: Balloon Buster, Table Tennis, Bowling, and Traffic Control. For participants who were at Brunnstrom stage 3 or above, bilateral shoulder and elbow movements were performed actively in the direction of abduction, adduction, flexion, and extension. For participants who were below stage 3 of the Brunnstrom classification, the unaffected arm may assist the activity of the affected arm. If the participant reported fatigue, abnormalities in breathing, or complained of pain, training was stopped immediately. Participants were informed about the experimental procedure. The operating procedure of the training device was demonstrated by the physiotherapist prior to start of the training session.

**Conventional Therapy**

The conventional physical therapy regimen for upper limb function included range of motion exercises, muscle strengthening, functional training, neurodevelopmental treatment, proprioceptive neuromuscular facilitation, and electrotherapy. The specific rehabilitation tasks for each participant were determined based on clinical needs as deemed appropriate by the treating clinicians.
Outcome Measures

Outcome measures were recorded on 4 occasions: before the intervention, 3 weeks after the intervention, 3 and 6 months after the intervention. A licensed physiotherapist who was blinded to participants' allocation and was not involved in the intervention program recorded the outcome measures at all measuring time points. Upper limb motor function was assessed by the Fugl-Meyer Assessment for Upper Extremity (FMA-UE) [28]. Barthel Index (BI) and Instrumental Activities of Daily Living (IADL) scales were adopted to assess the level of independence in ADLs [4,29]. All interventions were provided by clinical rehabilitation staff who were not blinded to group allocation.

Statistical Analysis

Descriptive statistics were calculated to describe the data set of all variables. Independent t tests and chi-square tests were conducted to compare the demographic data and clinical characteristics between the VR group and the control group at baseline. Repeated measures analysis of variance (ANOVA) and the corresponding nonparametric test were conducted to compare the demographic data and clinical characteristics between the 4 subgroups at baseline. Repeated-measures ANOVA was used to compare the outcomes of FMA-UE, BI, and IADL scores of the 4 subgroups at different time points. The ANOVA results were adjusted using Bonferroni post hoc test if the interaction effects reach significant level (P=.05). The level of significance was set at an α level of .05. All statistical analyses were performed using SPSS version 22 (IBM, Inc.).

Ethics Approval

The study was conducted at the Rehabilitation Department of a local hospital, and approved by the Medical Ethical Committee of the First Affiliated Hospital of Sun Yat-sen University (approval no.: 201488). All procedures were conducted in accordance with the Declaration of Helsinki. Participants were informed that they had an equal chance to be allocated to either the VR intervention or the conventional therapy group. Written consent was obtained from all participant prior to study enrollment. No changes were made to the planned methods after trial commencement. All mandatory laboratory health and safety procedures were complied with during the course of the study.

Availability of Data and Materials

The data set supporting the conclusions of this article is available from the authors upon request.

Results

Demographic characteristics of the patients in the VR group and the control group are presented in Table 1. No unintended effect was reported by participants of both groups. No statistically significant difference was also found between the VR group and the control group in terms of age (P=.85), stroke onset time (P=.10), MMSE score (P=.81), National Institute of Health Stroke Scale (NIHSS; P=.55) score, gender (P=.32), hemiplegic side (P=.44), and Brunnstrom stages of upper extremity (arm: P=.63; hand: P=.73). Table 2 presents the clinical characteristics of each subgroup. For NIHSS, the ANOVA showed significant interaction effects (treatment x cognitive effect P=.006). Bonferroni post hoc test indicated a significant difference between the CNVR subgroup and the CIVR subgroup (P=.004).

Table 1. Demographic characteristics of the VR group and the control group.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Experimental VRa group (n=31)</th>
<th>Control group (n=26)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>59.25 (10.70)</td>
<td>59.12 (11.62)</td>
<td>.85</td>
</tr>
<tr>
<td>Disease duration (days), mean (SD)</td>
<td>43.42 (40.41)</td>
<td>30.15 (15.07)</td>
<td>.10</td>
</tr>
<tr>
<td>MMSEb, mean (SD)</td>
<td>25.32 (4.70)</td>
<td>25.00 (5.24)</td>
<td>.81</td>
</tr>
<tr>
<td>NIHSSc, mean (SD)</td>
<td>7.10 (3.29)</td>
<td>6.58 (3.25)</td>
<td>.55</td>
</tr>
<tr>
<td>Sex (female/male), n</td>
<td>6/25</td>
<td>8/18</td>
<td>.32</td>
</tr>
<tr>
<td>Hemiplegic side (right/left), n</td>
<td>13/18</td>
<td>14/12</td>
<td>.44</td>
</tr>
<tr>
<td>Brunnstrom stage of arm (stage 1-6), n</td>
<td>5/11/8/3/3/1</td>
<td>2/13/3/3/4/1</td>
<td>.63</td>
</tr>
<tr>
<td>Brunnstrom stage of hand (stage 1-6), n</td>
<td>5/16/2/4/2/2</td>
<td>5/11/2/2/5/1</td>
<td>.73</td>
</tr>
</tbody>
</table>

aVR: virtual reality.
bMMSE: Mini-Mental State Examination.
cNIHSS: National Institute of Health Stroke Scale.
Table 2. Demographic characteristics of 4 subgroups of the stroke survivors.

<table>
<thead>
<tr>
<th>Variables</th>
<th>CNVR&lt;sup&gt;a&lt;/sup&gt; subgroup (n=17)</th>
<th>CIVR&lt;sup&gt;b&lt;/sup&gt; subgroup (n=14)</th>
<th>CNCG&lt;sup&gt;c&lt;/sup&gt; subgroup (n=15)</th>
<th>CI CG&lt;sup&gt;d&lt;/sup&gt; subgroup (n=11)</th>
<th>ANOVA&lt;sup&gt;e&lt;/sup&gt; (treatment)</th>
<th>ANOVA (cognitive)</th>
<th>ANOVA (treatment × cognitive)</th>
<th>Chi-square test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>57.29 (11.08)</td>
<td>62.57 (9.57)</td>
<td>54.40 (10.37)</td>
<td>65.55 (10.40)</td>
<td>&lt;0.001</td>
<td>.69</td>
<td>8.653 (.005)</td>
<td>1.105 (.30)</td>
</tr>
<tr>
<td>Disease duration (days), mean (SD)</td>
<td>36.47 (36.99)</td>
<td>51.86 (43.88)</td>
<td>28.80 (14.32)</td>
<td>32.00 (16.57)</td>
<td>2.656 (.11)</td>
<td>1.211 (.28)</td>
<td>0.521 (.47)</td>
<td>0.67 (.52)</td>
</tr>
<tr>
<td>MMSE&lt;sup&gt;f&lt;/sup&gt;, mean (SD)</td>
<td>28.71 (1.05)</td>
<td>21.21 (4.06)</td>
<td>28.60 (1.12)</td>
<td>20.09 (4.57)</td>
<td>0.607 (.44)</td>
<td>0.015 (.91)</td>
<td>0.416 (.52)</td>
<td>0.006 (.00)</td>
</tr>
<tr>
<td>NIHSS&lt;sup&gt;g&lt;/sup&gt;, mean (SD)</td>
<td>5.35 (2.55)</td>
<td>9.21 (2.86)</td>
<td>6.87 (3.25)</td>
<td>6.18 (3.37)</td>
<td>0.901 (.35)</td>
<td>3.940 (.052)</td>
<td>0.807 (.06)</td>
<td>2.291 (.54)</td>
</tr>
<tr>
<td>Sex (female/male), n</td>
<td>2/15</td>
<td>4/10</td>
<td>5/10</td>
<td>3/8</td>
<td>2.291 (.54)</td>
<td>3.540 (.32)</td>
<td>18.683 (.23)</td>
<td>25.014 (.50)</td>
</tr>
<tr>
<td>Hemiplegic side (right/left), n</td>
<td>7/10</td>
<td>6/8</td>
<td>6/9</td>
<td>8/3</td>
<td>2.291 (.54)</td>
<td>3.540 (.32)</td>
<td>18.683 (.23)</td>
<td>25.014 (.50)</td>
</tr>
<tr>
<td>Brunnstrom stage of arm (stage 1-6), n</td>
<td>1/5/4/3/3/1</td>
<td>4/6/4/0/0/0</td>
<td>1/10/1/1/1/0</td>
<td>1/3/2/1/3/1</td>
<td>2.291 (.54)</td>
<td>3.540 (.32)</td>
<td>18.683 (.23)</td>
<td>25.014 (.50)</td>
</tr>
<tr>
<td>Brunnstrom stage of hand (stage 1-6), n</td>
<td>0/0/0/4/3/1</td>
<td>5/7/2/0/0/0</td>
<td>2/9/2/0/2/0</td>
<td>3/2/0/2/3/1</td>
<td>2.291 (.54)</td>
<td>3.540 (.32)</td>
<td>18.683 (.23)</td>
<td>25.014 (.50)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CNVR: cognitive normal virtual reality group.
<sup>b</sup>CI VR: cognitive impaired virtual reality group.
<sup>c</sup>CNCG: cognitive normal control group.
<sup>d</sup>CI CG: cognitive impaired control group.
<sup>e</sup>ANOVA: analysis of variance.
<sup>f</sup>MMSE: Mini-Mental State Examination.
<sup>g</sup>NIHHSS: National Institute of Health Stroke Scale.
<sup>h</sup>ANOVA result was significant.

The group comparisons between the VR group and the control group indicated significant improvements in FMA-UE (treatment effect $P=.67$; time effect $P<.001$), BI (treatment effect $P=.39$; time effect $P<.001$), and IADL (treatment effect $P=.97$, time effect $P<.001$) in both the VR and control groups after the intervention (Table 3). Bonferroni post hoc test was not conducted to adjust the statistical result as no interaction effects were observed in ANOVA.

For the comparisons between the 4 subgroups, repeated measures ANOVA indicated that FMA-UE scores (time effect $P<.001$), BI scores (time effect $P<.001$), and IADL scores (time effect $P<.001$) were significantly different in each subgroup after the intervention. Table 4 presents the results of repeated measures ANOVA of the 4 subgroups. For FMA-UE and IADL scores, Bonferroni post hoc test was not conducted as the ANOVA results showed no interaction effects. For the BI score, the ANOVA results showed significant interaction effects (treatment × time × cognitive effect $P=.04$). Bonferroni post hoc tests indicated statistically significant differences between the CNVR subgroup and the CI VR subgroup at each measuring time point (Pretreatment $P=.002$; 3 weeks $P=.005$; 3 months $P=.01$; 6 months $P=.03$). There was also a statistically significant difference between the CI CG subgroup and the CI VR subgroup at baseline ($P<.001$).
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Experimental VR(^a) group (n=31)</th>
<th>Control group (n=26)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FMA-UE(^b) score(^c), mean (SD); (range)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment</td>
<td>27.68 (18.29); 4-63</td>
<td>27.69 (19.92); 6-65</td>
</tr>
<tr>
<td>3 weeks’ treatment</td>
<td>31.87 (19.42); 8-64</td>
<td>31.54 (19.96); 10-66</td>
</tr>
<tr>
<td>3 months</td>
<td>35.90 (21.19); 8-66</td>
<td>35.88 (19.95); 12-66</td>
</tr>
<tr>
<td>6 months</td>
<td>38.06 (21.48); 13-66</td>
<td>38.19 (19.01); 14-66</td>
</tr>
<tr>
<td><strong>BI(^d) score(^e), mean (SD); (range)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment</td>
<td>50.65 (25.10); 10-100</td>
<td>60.77 (24.85); 20-100</td>
</tr>
<tr>
<td>3 weeks’ treatment</td>
<td>64.52 (26.86); 25-100</td>
<td>69.62 (24.41); 25-100</td>
</tr>
<tr>
<td>3 months</td>
<td>72.90 (22.67); 30-100</td>
<td>75.96 (23.20); 25-100</td>
</tr>
<tr>
<td>6 months</td>
<td>77.90 (20.55); 30-100</td>
<td>81.73 (19.95); 35-100</td>
</tr>
<tr>
<td><strong>IADL(^f) score(^g), mean (SD); (range)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretreatment</td>
<td>2.65 (1.99); 0-8</td>
<td>2.46 (2.13); 1-7</td>
</tr>
<tr>
<td>3 weeks’ treatment</td>
<td>3.16 (2.30); (0-8)</td>
<td>3.12 (1.97); 1-7</td>
</tr>
<tr>
<td>3 months</td>
<td>3.90 (2.53); 0-8</td>
<td>3.69 (2.33); 1-8</td>
</tr>
<tr>
<td>6 months</td>
<td>4.52 (2.94); 0-8</td>
<td>4.73 (2.28); 1-8</td>
</tr>
</tbody>
</table>

\(^a\)VR: virtual reality.
\(^b\)FMA-UE: Fugl-Meyer Assessment for Upper Extremity.
\(^c\)Two-way ANOVA: time, \(P<.001\) (significant); treatment, \(P=.99\); treatment × time, \(P=.95\).
\(^d\)BI: Barthel Index.
\(^e\)Two-way ANOVA: time, \(P<.001\) (significant); treatment, \(P=.34\); treatment × time, \(P=.32\).
\(^f\)IADL: instrumental activities of daily living.
\(^g\)Two-way ANOVA: time, \(P<.001\) (significant); treatment, \(P=.92\); treatment × time, \(P=.81\).
Discussion

Principal Findings

This study aimed to explore if cognitive status may influence upper limb functional outcomes in patients with stroke who underwent VR intervention and conventional therapy. This study observed no significant difference in all outcome measures between the VR intervention group and the conventional therapy group. The improvements in upper limb function and independency in performing activities of daily living persisted through to 3 and 6 months after the intervention in all subgroups. The improvement of BI scores in those with impaired cognitive function was higher than in those who were cognitively normal immediately after the VR intervention.

Functional Activities

The results of this study indicated that participants with impaired cognitive function may gain more improvement in BI score upon undergoing VR intervention, especially 3 weeks after the intervention. VR intervention is a task-oriented tool with cognitive participation training. It requires participants to understand the task to be performed and respond accordingly upon undergoing VR intervention, especially 3 weeks after the intervention. Cognitive participation training. It requires participants to understand the task to be performed and respond accordingly.

| Table 4. Clinical parameters of the CNVR, CIVR, CNVR, and CNCG subgroups before and after the intervention. |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|
|                                 | CNVR\textsuperscript{a} subgroup (n=17) | CIVR\textsuperscript{b} subgroup (n=14) | CNCG\textsuperscript{c} subgroup (n=15) | CI\textsuperscript{d} subgroup (n=11) |
| **FMA-UE\textsuperscript{e} scores, mean (SD); range\textsuperscript{f}** | Pretreatment | 33.23 (18.76); 4-63 | 20.93 (15.79); 6-58 | 23.20 (17.65); 6-61 | 33.82 (22.03); 9-65 |
|                                | 3 weeks’ treatment | 39.47 (18.91); 8-64 | 22.64 (16.22); 8-58 | 26.07 (16.65); 11-60 | 39.00 (22.39); 10-66 |
|                                | 6 months | 43.58 (18.65); 14-66 | 22.64 (16.22); 8-58 | 31.47 (17.43); 12-66 | 41.91 (22.37); 12-66 |
|                                | 3 months | 46.35 (18.94); 14-66 | 28.00 (20.58); 5-65 | 34.20 (17.08); 14-66 | 43.63 (20.93); 14-66 |
| **BI\textsuperscript{g} scores, mean (SD); range\textsuperscript{h}** | Pretreatment | 63.24 (25.98); 25-100 | 35.35 (14.61); 10-60 | 57.33 (24.04); 20-100 | 65.45 (26.31); 25-100 |
|                                | 3 weeks’ treatment | 76.18 (23.15); 30-100 | 50.36 (25.83); 25-100 | 70.33 (23.94); 25-100 | 68.64 (26.18); 25-100 |
|                                | 6 months | 82.35 (17.42); 45-100 | 61.43 (24.37); 30-100 | 77.67 (20.78); 35-100 | 73.64 (27.02); 25-100 |
|                                | 3 months | 85.00 (17.68); 55-100 | 69.29 (21.83); 30-100 | 83.33 (20.59); 35-100 | 79.55 (19.81); 35-100 |
| **IADL\textsuperscript{i} scores, mean (SD); range\textsuperscript{j}** | Pretreatment | 3.82 (1.85); 2-8 | 1.21 (0.97); 0-3 | 2.80 (1.90); 1-7 | 2.00 (2.53); 0-7 |
|                                | 3 weeks’ treatment | 4.35 (1.90); 2-8 | 1.71 (1.90); 0-5 | 3.47 (1.88); 1-7 | 2.64 (2.16); 1-7 |
|                                | 6 months | 4.94 (1.87); 2-8 | 2.64 (2.71); 0-8 | 3.67 (2.09); 1-7 | 3.73 (2.83); 1-8 |
|                                | 3 months | 5.71 (2.23); 2-8 | 3.07 (3.12); 0-8 | 5.27 (1.94); 2-8 | 4.00 (2.68); 1-8 |

\textsuperscript{a}CNVR: cognitive normal virtual reality group.  
\textsuperscript{b}CIVR: cognitive impaired virtual reality group.  
\textsuperscript{c}CNCG: cognitive normal control group.  
\textsuperscript{d}CI: cognitive impaired control group.  
\textsuperscript{e}FMA-UE: Fugl-Meyer assessment for Upper Extremity.  
\textsuperscript{f}Repeated measures analysis of variance: Time, F\textsubscript{1,159}=52.398, P<.001 (significant); treatment, F\textsubscript{1,53}=0.099, P=.76; cognitive, F\textsubscript{1,53}=0.281, P=.60. Time × treatment, F\textsubscript{1,159}=0.013, P=.97; time × cognitive, F\textsubscript{1,159}=1.576, P=.22; treatment × cognitive, F\textsubscript{1,53}=7.358, P<.001 (significant). Treatment × time × cognitive, F\textsubscript{3,159}=1.329, P=.27.  
\textsuperscript{g}BI: Barthel Index.  
\textsuperscript{h}Repeated measures analysis of variance: Time, F\textsubscript{1,159}=49.619, P<.001 (significant); treatment, F\textsubscript{1,53}=1.446, P=.24; cognitive, F\textsubscript{1,53}=4.372, P=.036 (significant). Time × treatment, F\textsubscript{1,159}=1.687, P=.19; time × cognitive, F\textsubscript{1,159}=0.453, P=.66; treatment × cognitive, F\textsubscript{1,53}=4.111, P=.05 (significant). Treatment × time × cognitive, F\textsubscript{3,159}=3.161, P=.04 (significant). The Bonferroni post hoc test was significant between the CNVR subgroup and the CIVR subgroup (P<.001).  
\textsuperscript{i}IADL: Instrumental Activities of Daily Living.  
\textsuperscript{j}Repeated measures ANOVA: Time, F\textsubscript{1,159}=20.051, P<.001 (significant); treatment, F\textsubscript{1,53}=0.001, P=.98; cognitive, F\textsubscript{1,53}=11.807, P=.001 (significant). Time × treatment, F\textsubscript{3,159}=0.176, P=.87; time × cognitive, F\textsubscript{3,159}=0.808, P=.47; treatment × cognitive, F\textsubscript{1,53}=3.758, P=.06. Treatment × time × cognitive, F\textsubscript{3,159}=0.262, P=.80.
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role of cognitive function in motor function recovery. Heruti et al [22] also reported that in addition to the positive correlation between cognitive status (assessed by the MMSE) and Functional Independence Measures (FIMs), participants with better cognitive function had shorter length of stay during hospitalization. When the effect of the VR intervention and conventional therapy in participants with impaired cognitive function was compared, the largest increase in BI score was observed in the CIVR group from baseline to 3 weeks after the intervention. This may suggest that VR intervention may contribute to functional improvement at a faster rate than conventional therapy in patients with stroke with impaired cognitive function. A previous study that investigated the effect of VR intervention on cognitive function and lower limb function also reported greater improvements in cognitive abilities along with significant improvement in activities of daily living of the Functional Independence subscales, despite similar improvements in limb function observed between the VR group and the non-VR group [32]. These findings indicated that patients with stroke with cognitive impairment may gain more benefit from the VR intervention to improve functional activities. However, these benefits appeared to be limited to activities that were more related to basic self-care, rather than to the more complex functional activities that involved the interaction with the outside environment. This was supported by the results of our study that the largest improvement was observed in BI scores, rather than in IADL scores, in the 3 weeks after the intervention in the CIVR group. BI and IADL are 2 fundamentally different aspects of functions. BI refers to functional ability to perform basic self-care activities such as toilet use, grooming, feeding, and walking, whereas the IADL scale assesses aspects such as transport, traveling, and social activities. Thus, any underlying impairments in motor and cognitive function may affect the performance of the IADL task to a greater degree than basic self-care activities [33].

Upper Limb Motor Function
The mechanism of VR intervention was proposed to induce reorganization of the cerebral cortex [30,34,35]. An fMRI study published by our research group reported cortical reorganization of the contralateral sensorimotor cortex [6] after an intervention using Microsoft Xbox 360 Kinect. Positive outcomes for improving upper extremity motor function after the Microsoft Xbox 360 Kinect intervention were subsequently reported [9,29,36]. These findings are consistent with the data of our study, which also reported positive outcomes of upper limb motor function in the VR group. The group comparison between VR intervention and conventional therapy did not reveal significant differences in upper limb motor function and functional improvements. This finding is consistent with a published Cochrane review that concluded no significant difference between VR intervention and conventional therapy in upper limb functional outcome [3]. This finding, however, contradicts with some studies that reported VR intervention is superior to conventional therapy [3,37] in promoting upper limb functional recovery. A possible reason for the observed lack of significant difference between VR and conventional intervention was the matched intervention time in both groups. A Cochrane review reported that studies that reported superior outcome of VR tended to adopt VR as an augmentation to usual dosage of therapy where participants received more treatment time than the control group [3]. Thus, it could not be ruled out that the higher improvement may be related to the higher training dosage.

A previously published study proposed that cognitive status on admission correlated with motor outcome [22]. This study, however, did not observe any significant difference in FMA score after the intervention between participants who were cognitively normal or cognitively impaired at any of the recording time points. The findings of this study suggested that VR intervention is as effective as conventional therapy in improving upper limb motor function for patients with stroke who were cognitively impaired. These contradicting findings may be related to the diffused assessment of cognitive function of the MMSE [26] and the difference in the instrument adopted to assess motor function. MMSE broadly incorporates several categories such as time and place orientation, short-term memory, attention, recall, calculation, language, and visual spatial abilities [26], which may not be directly related to upper limb motor function. More recently published studies proposed that it was specifically the executive dysfunctions of cognitive impairment that may be related to motor function [38]. The study by Heruti et al [22] adopted the motor function component of the FIM and noted that the absolute gain of motor function may not be related to cognitive status, but is more related to the outcome of functional activities, which the FIM motor score was based on. This suggestion is given further support from a recent study that compared the effect of neurocognitive robot-assisted rehabilitation [39]. The study reported no significant difference in upper limb motor function (assessed by FMA-UE) and cognitive function (assessed by MMSE) gain was observed between neurocognitive robot-assisted rehabilitation and conventional therapy. This finding provide further evidence to suggest that cognitive status, as assessed by the MMSE, may not play an influencing role in the outcome of upper limb motor function provided by VR intervention [40].

Limitations
The findings of this study should be interpreted with caution due to its limitations. There are insufficient data regarding the duration and frequency of treatment administered by the Microsoft Xbox 360 Kinect system. The training games were not specifically designed for stroke rehabilitation, which may contribute to the underestimation of the benefit of the VR intervention. The restricted hospitalization period (3 weeks) placed a limitation on treatment intensity. The sample size of each subgroup was small due to attrition during the follow-up period. The data therefore were likely to contain type II errors. Ikbali Afsar et al [11] proposed that the sensitivity of the Fugl-Meyer Scale could be affected by inadequate sample size, short duration of treatment, and short follow-up period. Future randomized trials with a large sample of subgroup population should be conducted to verify the findings of this study.

Conclusion
In conclusion, VR-based intervention training is as effective as traditional conventional therapy regardless of cognitive status. Patients with stroke who have impaired cognitive function may
gain more improvement in upper limb function that is related to self-care activity immediately after the VR intervention. Findings of this study adds further support that cognitive function plays an important role in upper limb motor function recovery. Clinicians who consider offering VR intervention for this pathological group should take into consideration the cognitive status to gain optimal benefit of the rehabilitation program. The presence of cognitive impairment should be considered when planning individualized rehabilitation program for patients with stroke to maximize upper limb function recovery.
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- **ANOVA**: analysis of variance
- **BI**: Barthel Index
- **CICG**: cognitive impaired control group
- **CIVR**: cognitive impaired virtual reality group
- **CNCG**: cognitive normal control group
- **CNVR**: cognitive normal virtual reality group
- **FIM**: Functional Independence Measure
- **FMA-UE**: Fugl-Meyer assessment for Upper Extremity
- **IADL**: Instrumental Activities of Daily Living
- **MMSE**: Mini-Mental State Examination
- **NIHSS**: National Institute of Health Stroke Scale
- **TMS**: transcranial magnetic stimulation
- **VR**: virtual reality
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Abstract

Background: In aging societies, dementia risk increases with advancing age, increasing the incidence of dementia-related degenerative diseases and other complications, especially fall risk. Dementia also escalates the care burden, impacting patients, their families, social welfare institutions, and the social structure and medical system.

Objective: In elderly dementia, traditional card recognition rehabilitation (TCRR) does not effectively increase one’s autonomy. Therefore, from the usability perspective, we used the Tetris game as a reference to develop an interactive somatosensory game rehabilitation (ISGR) with nostalgic style for elders with mild cognitive impairment (MCI). Through intuitive gesture-controlled interactive games, we evaluated subjective feelings concerning somatosensory game integration into rehabilitation to explore whether the ISGR could improve the willingness to use and motivation for rehabilitation among elders with MCI.

Methods: A total of 15 elders with MCI (7 males and 8 females with an average age of 78.4 years) underwent 2 experiments for 15 minutes. During experiment 1, TCRR was performed, followed by completing the questionnaire of the System Usability Scale (SUS). After 3-5 minutes, the second experiment (the ISGR) was conducted, followed by completing another SUS. We used SUS to explore differences in impacts of TCRR and ISGR on willingness to use among elders with MCI. In addition, we further investigated whether the factor of gender or prior rehabilitation experience would affect the rehabilitation willingness or not.

Results: The novel ISGR made the elderly feel interested and improved their willingness for continuous rehabilitation. According to the overall SUS score, the ISGR had better overall usability performance (73.7) than the TCRR (58.0) ($t_{28}=-4.62$, $P<.001$). Furthermore, the ISGR individual item scores of “Willingness to Use” ($t_{26}=-8.27$, $P<.001$), “Easy to Use” ($t_{26}=-3.17$, $P<.001$), “System Integration” ($t_{28}=-5.07$, $P<.001$), and “Easy to Learn” ($t_{28}=-2.81$, $P<.001$) were better than TCRR. The somatosensory game was easier to learn and master for females than for males ($t_{13}=-2.71$, $P=.02$). Besides, the ISGR was easier to use ($t_{12}=-2.50$, $P=.02$) and learn ($t_{14}=-3.33$, $P<.001$) for those without prior rehabilitation experience. The result indicates that for elders with no rehabilitation experience ISGR was easier to use and simpler to learn than TCRR.

Conclusions: Regardless of prior rehabilitation experience, the ISGR developed in this study was easy to learn and effective in continuously improving willingness to use. Furthermore, the adoption of a nostalgic game design style served the function of cognitive training and escalated interest in rehabilitation. The ISGR also improved user stickiness by introducing different game scenarios and difficulties, increasing long-term interest and motivation for rehabilitation. For future research on the adoption of interactive somatosensory games in rehabilitation, additional rehabilitation movements can be developed to benefit the elderly with MCI.

(JMIR Serious Games 2022;10(3):e38465) doi:10.2196/38465
KEYWORDS
dementia; elderly; usability; gesture recognition; card recognition rehabilitation; interactive somatosensory game

Introduction

Background
Owing to social changes and medical advancement, the global demographic structure is becoming an aging society. The World Health Organization (WHO) [1] has reported that the number of deaths caused by dementia has doubled in recent years, making it the fifth leading cause of death worldwide. At present, there are approximately 50 million people with dementia; besides, the prevalence of dementia among the elderly over 60 years old is 5%-8%. This number is expected to reach 152 million by 2050. Data suggest that the incidence of dementia is increasing annually, which has prompted the WHO to launch the “Global action plan on the public health response to dementia” with reduction in the risk of dementia as one of the priorities. As the size of the local population with dementia rapidly elevates, the Taiwanese government has initiated a new version of the long-term care plan, the “Long-term Care 2.0 in Taiwan,” which prioritizes the care of patients with dementia and the establishment of a friendly dementia care model [2]. Song and Wang [3] have indicated that while there are no existing cures for dementia, rehabilitation therapy can be used as a way of daily training. Rehabilitation training, which can be divided into functional, psychological, behavior management, and other activities, such as hand exercises and creative and mind-stimulating activities that promote community communication, is capable of effectively improving the quality of life of patients [4]. Similarly, Fried et al [5] have reported that finger exercise can not only effectively prevent dementia, but also alleviate anxiety as well as enhancing cold hands and feet, stabilizing blood pressure, and improving sleep quality.

Among various treatment methods for dementia, traditional rehabilitation such as card recognition training utilizes commercially available playing cards for cognitive training. However, its long-term use can neither enhance the autonomy of the elderly nor increase user stickiness. On the contrary, digital games have now been introduced as an emerging cognitive training mode and are referred to as “serious games” [6]. Unlike general entertainment games, serious games are called “serious” because they “replace serious themes with interesting games, which are purposeful and helpful to players” [6-9]. With the maturity and popularization of digital technology, increasing attention has been drawn to the application of interactive games in training, believing that it is an effective training tool [10-12]. In terms of game-based training, Zarit et al [13] proposed a combination of training (rehabilitation) and games, which could not only realize the training effect through games, but also improve users’ motivation and willingness to use via high interactivity and objectivity.

This study found that existing card-based rehabilitation not only failed to promote the autonomous use among the elderly, but also triggered hand movements only 3-5 times per minute. Therefore, this study developed a nostalgic game (Tetris) combined with gesture detection technology, allowing elders use their finger movements to control the interactive game. Concurrently, the nostalgic game stimulated the elder’s memory (returned to their childhood days) as well as increased their frequency of finger movement (8-10 times per minute), thereby effectively improving user motivation as well as achieving a cognitive training effect. However, for the elderly, the operation of interactive somatosensory game rehabilitation (ISGR) was more complicated than that of the traditional card recognition rehabilitation (TCRR). Therefore, whether the operation of ISGR would compromise the willingness to use for elders’ rehabilitation remains an unsolved question. Would the factors such as prior rehabilitation experience and gender be affected by their rehabilitation motivation? To answer these questions, the System Usability Scale (SUS) [14] was adopted to investigate the subjective feelings toward the ISGR and willingness to use by elders with mild cognitive impairment (MCI), with the results also compared with the TCRR.

The SUS was developed by Brooke [14] to explore the system-related experience of users, whose feedback can be used as a basis for understanding/improving the usability of the system. Its main purpose is to detect the subjective feelings of users after operating the system and to evaluate and ensure the usability of the system. The SUS collects users’ subjective evaluations of products (or systems) by comparing their performances in different tasks and identifies usability and user satisfaction levels, thereby allowing developers to quickly determine the usability of the product (or system) [15]. In addition, according to relevant medical literature, Yen and Bakken [16] proposed the system development life cycle to evaluate the representative expected value and usability for each different development stage [17,18].

This study aimed to develop an interactive somatosensory game to promote the rehabilitation motivation of elders with MCI, to ensure they were satisfied with the ISGR and could continuously use the ISGR. Sections of the paper included discussions of relevant literature on dementia, the design process of the interactive somatosensory game, usability experiments, and analysis and discussion on the SUS.

Literature Review

Overview
In this section, a literature review and analysis of the importance of dementia rehabilitation, the application of gesture recognition to dementia treatment, and the efficacy of nostalgia therapy on cognitive impairment were conducted. Furthermore, this section will discuss the development status of the application of gesture-based interactive somatosensory games in the rehabilitation.

Importance of Dementia Rehabilitation
The cognitive function includes emotion, personality, perception, memory, abstract judgment, and the ability to express things, and MCI refers to the transitional stage during which a normal person develops dementia (increasing with advancing age) [19].
During MCI, people’s daily life is basically unimpacted, although their decline in memory exceeds the normal range. While there is currently no standard for the diagnosis of MCI, Petersen et al [20] proposed that individuals should be diagnosed with MCI if they experienced memory impairment and yet had a normal daily life, normal overall cognitive function, normal memory for their age, and no signs of dementia. Studies indicate that about 10%-15% of the patients with MCI could progress to dementia without receiving proper treatment [19].

Despite being a disease, dementia is thought of by many family members as a common aging phenomenon and the importance of its treatment is therefore often neglected. Once the severity of dementia and cognitive impairment elevates, the difficulty of care increases correspondingly. Furthermore, as the patient ages, the risk of fall also rises, with a study reporting that the risk of fall of elderly people with dementia was substantially higher than that of those without [21]. While approximately 20%-30% of the elderly over the age of 65 have experienced falls, that rate is twice as high among the elderly with dementia [22]. Falls not only injure the elderly, but also bring them into a vicious cycle of functional deterioration. Therefore, to prevent dementia from causing additional complications, it is of particular significance to provide the elderly with appropriate cognitive rehabilitation training to improve the cognitive function and delay the deterioration of dementia. Research indicated that cognitive training and rehabilitation methods exerted a positive effect on patients with dementia with cognitive decline. As a nondrug treatment method, rehabilitation not only reduces burdens on the National Health Insurance, but also improves the quality of life and reduces the impact of mental illness on the elderly [23]. Therefore, developing health care for the elderly with dementia as well as delaying and improving the onset of dementia has become a significant social issue that requires immediate attention.

**Application of Gesture Recognition in the Treatment of Dementia**

The incidence of dementia has been on the rise in recent years, making it a common disease among the elderly. Furthermore, its prevalence increases with advancing age [19]. However, rather than a normal aging phenomenon, dementia is a degenerative disease that is yet to be cured by drug treatment. Despite so, the incidence of dementia can be effectively prevented by activities. Regular exercise has been proven effective in preventing and improving dementia in the elderly [24]. This is because exercise can enhance the function of the cerebral cortex, thereby benefiting brain intelligence. In addition, an appropriate amount of exercise can alleviate mental anxiety, which in turn protects neurons [25,26].

Recent studies have verified the correlation between the fingers and the brain. Fried et al [5] reported a direct relationship between the hands and brain activities. He suggested that while the frontal and temporal cortices in the brain supported human’s motor behavior, continuous exercise could affect parietal and frontal regions of the brain that were related to the medial and lateral surface cortices, thereby productively preventing dementia [27]. In addition, Pellegrino and Ladavas [28] indicated that as the control center of various parts of the body, the brain functions through extensive multisensory interactions within a set of interconnected parietal and frontal regions. Taking finger movements as an example, Gardini et al [29] proposed that motor thinking was controlled by a cortical network that mainly involved abstract thinking, cognition, motor control, semantics, and visual image processes.

The book *Fascinating Dermatoglyphics* by Chen [30] mentioned that the left hand corresponds to the right brain, while the right hand corresponds to the left brain. Each finger had different functions and was linked to different areas of the brain. A brief overview of the book [30] is shown in Figure 1.

- **Thumb:** Corresponding to the prefrontal lobe, it affects motivational functions (such as communication management, creative leadership, plan execution, introspective will).
- **Index finger:** Corresponding to the postfrontal lobe, it affects conceptual functions (such as logical reasoning, computational analysis, language expression, spatial concepts).
- **Middle finger:** Corresponding to the parietal lobe, it affects somatosensory functions (such as somatosensory recognition, orientation judgment).
- **Ring finger:** Corresponding to the temporal lobe, it affects auditory functions (such as auditory recognition, emotional control, music rhythm, language understanding).
- **Little finger:** Corresponding to the occipital lobe, it affects visual functions (such as visual recognition, observation and understanding, image observation).

The book *Stimulating the Thumbs to Make the Brain Younger* by Hasegawa [31] mentioned that moving fingers could increase the blood flow in the motor cortex and somatosensory cortex of the brain by more than 10%, making it effective in preventing dementia [31]. Furthermore, stimulating fingers not only reduces the onset of dementia symptoms, but also improves the blood circulation and motor functions of the human body. In the modern society, our brain constantly works in a stressful environment. Although unaware of it, long-term stress can affect our health. By contrast, finger movements can promote the differentiation and maturation of areas of the brain, thereby exhibiting a positive impact on our health.

With the advancement of science and technology, the cost of production is becoming increasingly lower, making technology products more accessible and their implementation in medical care an important development goal. At present, multiple gesture recognition sensors are commercially available, of which controller-based visual recognition technologies, such as leap motion (LM) and Kinect (Microsoft), are the most common tools for hand rehabilitation. The therapeutic value of these technological tools has been well verified in previous studies [32,33]. Smeragludolo et al [34] utilized LM in clinical trials and confirmed that it was very sensitive in tracking the hand motion and could provide clinically valuable data.
Efficacy of Nostalgia Therapy on Cognitive Impairment

Treatment methods of dementia can be divided into drug treatment and nondrug treatment; the latter includes nostalgia therapy, music therapy, serious training, art therapy, among others [35]. The goal is to improve the quality of life of patients and to prevent and delay the incidence of diseases. Although currently no drug treatment can completely prevent or cure dementia-related degenerative diseases, both drug and nondrug methods are capable of delaying the progression of the disease or alleviating symptoms.

Nostalgia therapy uses a set of planned nursing activities to remind the elderly of people, events, and things that have special meanings to them and guide them to tell their experiences, thereby helping them realize that their life is meaningful and valuable and regain old memories [36]. It can improve the patient’s self-esteem and self-confidence as well as alleviating depression. As there are currently limited drugs for dementia and a drug cure is yet to be discovered, nondrug treatment has become the mainstream against dementia. Multiple nondrug treatment methods for dementia are available, among which nostalgia therapy has been shown by many studies to demonstrate positive results on the cognitive function and the quality of life of patients [37]. By satisfying the physical, psychological, and social needs of the elderly, nostalgia therapy can help them realize self-integration and improve their mental status as well as quality of life, thereby not only preventing and reducing the incidence of dementia, but also greatly facilitating the elderly to adapt to their daily life. Therefore, nondrug treatments for dementia have received increasing attention in recent years. Research has confirmed that nondrug therapy can reduce the degree of cognitive degradation and the onset of psychobehavioral symptoms [38]. Furthermore, it can be used to communicate with patients with severe dementia. Therefore, nondrug therapy has been commonly adopted in the care of elderly people and is considered an important measure that maintains the physical and mental health as well as the quality of life of the elderly [38].

Autobiographical memory is a very important memory for humans, the loss of which can lead to a disconnection between the past and the present and more severely, the loss of personal identity [39]. Research has shown that nostalgia therapy exhibits a significant impact on the episodic and semantic memory of the autobiographical memory of patients with MCI [40]. In addition, it positively affects the cognition, communication, and emotion of patients with dementia, thereby improving their quality of life, cognitive ability, and social ability [41]. Duru Asiret and Kapucu [42] recruited 62 patients (31 in the experimental group and 31 in the control group) and asked them to participate in a 35-minute therapy course per week for a duration of 12 weeks before getting tested. The results of their experiment confirmed that memory therapy significantly improved cognition and depression in patients with mild or moderate dementia. Similarly, the Geriatrics Center of the National Cheng Kung University Hospital (in Tainan, Taiwan) established a nostalgic space-time walk path in the clinical environment by decorating the path with nostalgic objects. By walking through the path, the dementia symptoms of the elderly were successfully alleviated (as shown in Figure 2).
Objective
This study aims to explore the integration of interactive somatosensory games into cognitive training and to investigate the feasibility of applying the interactive somatosensory game developed in this study to the rehabilitation of the elderly.

Methods

Interactive Somatosensory Game Design
The interactive somatosensory game developed in this study incorporated simple operations and easy-to-learn gameplay, and integrated the gesture recognition technology of LM, which distinguished it from traditional Tetris games. Gesture recognition was used to control the number and the movement of the blocks. This not only made it easier for the elderly to operate, but also facilitated the movement and rehabilitation of their hands through hand exercise, thereby improving the cognitive ability of the elderly and preventing degenerative diseases. The following sections provide an in-depth discussion on the 3 major aspects of the game design, that is, gesture recognition technology, game interface design, and game system design.

Gesture Recognition Technology
With the development of science and technology and the rise of human-computer interaction, motion recognition technology has received substantial attention. As a key technology in motion recognition, gesture recognition captures the dynamic gestures of human hands through visual sensor technology. In recent years, as the development cost has decreased and technology has rapidly developed, many dynamic gesture capturing tools have emerged in the market. This study adopted the LM gesture capture tool, which realizes gesture recognition through dual cameras and 3 infrared LEDs (Figure 3). LM can not only recognize multiple hands simultaneously, but also has a submillimeter accuracy and a sensing distance of 25-600 mm above the device [43], making it the most accurate economic gesture recognition tool in the market [44]. The biggest difference between LM and other hand recognition tools such as Microsoft Kinect is that LM is capable of capturing depth data. By calculating the palm center position and other related point positions through the palm orientation and fingertip position, LM can acquire depth information without additional calculations [45]. LM can be utilized in various gesture recognition applications, such as gesture control interface, acquisition of user’s hand skeletons. Therefore, this study adopted LM as the gesture recognition technology. The Unity engine was also utilized to integrate technical tools into game development.

Figure 3. Recognition of hand orientation by the leap motion device.

Game Interface Design
The game interface design developed in this study was presented in a nostalgic style, providing players with a unique experience through cultural scenes of Taiwan in the 1960s, such as traditional Taiwanese grocery stores, classic movie posters. The background of this game was based on nostalgic designs created by Chang [46], who reinterpreted the nostalgic Taiwanese
grocery store scene. Unlike the convenience stores today, the traditional grocery stores in the 1960s sold not only rice, oil, salt, sauce, and tea, but also various colorful dried fruit preserves that filled the shelves of the entire store, making it a common memory of people in the 1960s (Figure 4). Through these traditional grocery stores’ scenes, the elderly (players) felt like they entered a time corridor and were reminded of these beautiful memories during the gameplay. In addition, players were rewarded with classic movie posters after clearing the game, which they could use to share memories with the family and connect with them after the game. The rewards in this study were masterpiece movie posters hand-painted by Chang [46], who drew posters of the most popular movies in Taiwan in the 1960s (Figure 5). By presenting elderly players with the historical atmosphere in the 1960s and letting them walk through the movie scenes and the historical corridor through classic movie posters, the game also connected elderly people’s memory with the story of the movie. By contrast, the remaining time interface of the game was designed by including their children as the countdown image, which symbolized their grandchildren’s company during the gameplay. Therefore, the game improved the relationship between the elderly and his/her families and promoted the former to share and recall the past, thereby delaying the onset of dementia (Figure 6).

Figure 4. Traditional Taiwanese grocery stores in the 1960s.

Figure 5. Movie posters in Taiwan in the 1960s designed by Chang.
**Game System Design**

Once the interactive somatosensory game was initiated, the player was first shown the main screen (Figure 7A) before entering the game (Figure 7B). After the player cleared the level in 1 minute (Figure 7C), a bonus content would be awarded (Figure 7D). At the start of the game, a random block would slowly fall from the top of the screen (Figure 8A). During this process, the player could change the number of blocks by digital gestures (Figure 8B), followed by relocating the falling block to the desired position by moving hands left and right or accelerating the block by moving the hands down (Figure 8C). When the block reached the bottom of the screen or the top of other blocks, it would stop there, while a new random block would appear on top of the screen and start to fall. When a horizontal line was filled with blocks, it would be eliminated, increasing the player’s score. The more lines eliminated simultaneously, the more points the player gets. When the piled blocks reached the top of the screen and could no longer be removed, the game would end.

**Figure 7.** Process of the game developed in this study.
**Clinical Trial of Interactive Somatosensory Game Rehabilitation**

**Overview**

The clinical trial of the experiment was described in this section, including research patients and the experimental design (ie, TCRR and ISGR). The SUS questionnaire with a 5-point scale was adopted to collect quantitative information.

**Research Patients**

This study interviewed a total of 15 patients at a Clinic in Tainan, Taiwan, consisting of 7 males (5 with rehabilitation experience and 2 without) and 8 females (2 with rehabilitation experience and 6 without). The average age of the patients was 78.4 years. The inclusion criteria were elderly people over 60 years old who were diagnosed with MCI or were prone to dementia. Participants were also required to be able to cooperate with researchers, follow game instructions, and complete a subjective assessment after rehabilitation. The experimental location of this study is shown in Figure 9.
**Experimental Design**

The experiment adopted a single-group design, that is, all patients would participate in both TCRR and ISGR. The questionnaire, composed of 10 questions (items), was designed based on the modified SUS [14]. Each question was scored on the 5-point scale (with 1 representing strongly disagree and 5 representing strongly agree) to understand the elderly’s subjective feelings of the system during operation. The purpose of the experiment was to investigate the relationship between the use of TCRR and ISGR among the elderly and to analyze their demands (subjective feelings). The experiment was divided into 2 stages, that is, TCRR and ISGR. Out of 15 patients, 7 (5 males and 2 females) had prior rehabilitation experience, thus having operated on the TCRR before. To make the baseline of previous experience the same for all 15 patients, they all first operated on the TCRR and then on the ISGR. The experiment flowchart is shown in Figure 10.

**Experiment Stages**

**Experiment of TCRR**

The TCRR used commercial poker cards for rehabilitation. During the experiment, researchers would cover the cards and place them on the table. The elders could choose any 2 cards and flip them over each time. If the 2 cards were paired (having the same pattern), the elders would gain the opportunity to continue revealing other cards, or otherwise the 2 cards would be flipped back over. The rehabilitation would end when all cards were revealed (Figure 11). In this study, after the operation method was explained by the researcher, the participant would perform the TCRR for 1 minute. Upon completion, the researcher would ask the elders about their subjective feelings of the TCRR using the 5-point scale. The contents of the SUS are listed in Table 1.
Figure 11. Traditional card recognition rehabilitation.

Table 1. SUS\(^a\) questionnaire design.

<table>
<thead>
<tr>
<th>Item</th>
<th>Question description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I think that I would like to use this TCRR(^b)/ISGR(^c) frequently.</td>
</tr>
<tr>
<td>2</td>
<td>I found the TCRR/ISGR unnecessarily complex.</td>
</tr>
<tr>
<td>3</td>
<td>I thought the TCRR/ISGR was easy to use.</td>
</tr>
<tr>
<td>4</td>
<td>I think that I would need the support of a technical person to be able to use this TCRR/ISGR.</td>
</tr>
<tr>
<td>5</td>
<td>I found the various functions in this TCRR/ISGR were well integrated.</td>
</tr>
<tr>
<td>6</td>
<td>I thought there was too much inconsistency in this TCRR/ISGR.</td>
</tr>
<tr>
<td>7</td>
<td>I would imagine that most people would learn to use this TCRR/ISGR very quickly.</td>
</tr>
<tr>
<td>8</td>
<td>I found the TCRR/ISGR very cumbersome to use.</td>
</tr>
<tr>
<td>9</td>
<td>I felt very confident using the TCRR/ISGR.</td>
</tr>
<tr>
<td>10</td>
<td>I needed to learn a lot of things before I could get going with this TCRR/ISGR.</td>
</tr>
</tbody>
</table>

\(^a\)SUS: System Usability Scale.  
\(^b\)TCRR: traditional card recognition rehabilitation.  
\(^c\)ISGR: interactive somatosensory game rehabilitation.

Experiment of ISGR

Prior to the formal start of the experiment session, the researcher would first explain the operation of the game verbally, followed by 1 or 2 practices to ensure that the elderly understood the operations correctly. This process would take approximately 3 minutes. During the experiment, the game scenario was randomly selected, and the elderly would use gestures to perform the ISGR. Upon completion, the researcher would ask the elderly about his/her subjective feelings of the ISGR through the 5-point scale. The elderly would verbally answer the questions and the researcher would assist in filling out the records.

Ethics Approval

This study was approved by the National Cheng Kung University Human Research Ethics Committee (approval number NCKU HREC-F-109-497-2).

Results

Overview

The purpose of this study was to investigate whether the ISGR could improve the willingness and motivation for rehabilitation among the elderly with MCI. The study recruited 15 patients, consisting of 7 males and 8 females with an average age of 78.4 years (please see the “Methods” section). Subsequently, the
independent (unpaired) sample t test was adopted to analyze whether there were any differences in the willingness to use between TCRR and ISGR. This was realized by conducting 2 SUS surveys, with the first enquiring the elderly about their intention to use (willingness to use) the TCRR, and the second enquiring the same group about their intention to use (willingness to use) the ISGR. Table 2 shows the results of the 2 surveys. It should be mentioned that among the 15 patients, 8 (2 males and 6 females) had no rehabilitation experience, whereas the remaining 7 (5 males and 2 females) had prior rehabilitation experience. As Table 2 shows, the overall SUS score for the TCRR is 58.0, while for the ISGR it is 73.7 ($t_{28}$=-4.62, $P<.001$). The result shows that the ISGR has better overall usability performance (average +) than the TCRR (poor) [47,48].

To further investigate, Table 3 shows the individual item benchmarks for the TCRR and the ISGR. For the TCRR, only 2 items (out of 10 items) achieved the average benchmark (items 2 and 8) [47,48], thus suggesting that there was a lot of room for improvement in the usability of the TCRR. By contrast, the ISGR has 3 items reaching the average level (items 5, 8, and 10) and 5 reaching the good level (items 1-3, 7, and 9). Only items 4 and 6 need to improve further. This result indicates that the ISGR presents an average or good experience for elders with MCI when interpreting single items from the SUS [48], as compared with the TCRR. The following analyses examine the effects of prior rehabilitation experience and gender.

**Table 2.** The overall SUS$^a$ scores for the TCRR$^b$ and ISGR$^c$ (n=15 for both).

<table>
<thead>
<tr>
<th>Patients</th>
<th>Sex</th>
<th>Prior rehabilitation experience: Yes or No</th>
<th>SUS score for TCRR$^d$</th>
<th>SUS score for ISGR$^e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Male</td>
<td>Yes</td>
<td>62.5</td>
<td>65.0</td>
</tr>
<tr>
<td>2</td>
<td>Male</td>
<td>Yes</td>
<td>67.5</td>
<td>82.5</td>
</tr>
<tr>
<td>3</td>
<td>Male</td>
<td>No</td>
<td>47.5</td>
<td>77.5</td>
</tr>
<tr>
<td>4</td>
<td>Male</td>
<td>No</td>
<td>62.5</td>
<td>70.0</td>
</tr>
<tr>
<td>5</td>
<td>Male</td>
<td>Yes</td>
<td>62.5</td>
<td>80.0</td>
</tr>
<tr>
<td>6</td>
<td>Male</td>
<td>Yes</td>
<td>60.0</td>
<td>65.0</td>
</tr>
<tr>
<td>7</td>
<td>Male</td>
<td>Yes</td>
<td>57.5</td>
<td>75.0</td>
</tr>
<tr>
<td>8</td>
<td>Female</td>
<td>Yes</td>
<td>85.0</td>
<td>82.5</td>
</tr>
<tr>
<td>9</td>
<td>Female</td>
<td>No</td>
<td>47.5</td>
<td>60.0</td>
</tr>
<tr>
<td>10</td>
<td>Female</td>
<td>No</td>
<td>47.5</td>
<td>82.5</td>
</tr>
<tr>
<td>11</td>
<td>Female</td>
<td>No</td>
<td>55.0</td>
<td>85.0</td>
</tr>
<tr>
<td>12</td>
<td>Female</td>
<td>No</td>
<td>57.5</td>
<td>75.0</td>
</tr>
<tr>
<td>13</td>
<td>Female</td>
<td>Yes</td>
<td>60.0</td>
<td>67.5</td>
</tr>
<tr>
<td>14</td>
<td>Female</td>
<td>No</td>
<td>50.0</td>
<td>60.0</td>
</tr>
<tr>
<td>15</td>
<td>Female</td>
<td>No</td>
<td>47.5</td>
<td>77.5</td>
</tr>
</tbody>
</table>

$^a$SUS: System Usability Scale.

$^b$TCRR: traditional card recognition rehabilitation.

$^c$ISGR: interactive somatosensory game rehabilitation.

$^d$Mean (SD) 58.0 (10.01), so rated “poor”.

$^e$Mean (SD) 73.7 (8.49), so rated “average +”.

---
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Table 3. Basic descriptive statistics and item benchmarks for SUS\(^a\).

<table>
<thead>
<tr>
<th>Item</th>
<th>TCRR(^b) (1=lowest, 5=highest)</th>
<th>TCRR score (n=15), mean (SD)</th>
<th>Item benchmark</th>
<th>ISGR(^c) (1=lowest, 5=highest), mean (SD)</th>
<th>ISGR score (n=15), mean (SD)</th>
<th>Item benchmark</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No rehabilitation experience (n=8), mean (SD)</td>
<td>Prior rehabilitation experience (n=7), mean (SD)</td>
<td>Poor –</td>
<td>4.25 (0.46)</td>
<td>4.28 (0.48)</td>
<td>Good +</td>
</tr>
<tr>
<td>1</td>
<td>2.50 (0.53)</td>
<td>3.28 (0.75)</td>
<td>2.86 (0.74)</td>
<td>Poor –</td>
<td>4.25 (0.46)</td>
<td>4.28 (0.48)</td>
</tr>
<tr>
<td>2</td>
<td>2.87 (0.83)</td>
<td>2.14 (0.69)</td>
<td>2.53 (0.83)</td>
<td>Average –</td>
<td>2.12 (0.64)</td>
<td>2.00 (1.15)</td>
</tr>
<tr>
<td>3</td>
<td>3.25 (1.03)</td>
<td>3.42 (0.53)</td>
<td>3.33 (0.81)</td>
<td>Poor –</td>
<td>4.37 (0.74)</td>
<td>4.00 (0.58)</td>
</tr>
<tr>
<td>4</td>
<td>3.12 (0.99)</td>
<td>1.85 (0.37)</td>
<td>2.53 (0.99)</td>
<td>Poor –</td>
<td>2.12 (0.99)</td>
<td>1.85 (0.69)</td>
</tr>
<tr>
<td>5</td>
<td>3.75 (0.51)</td>
<td>2.71 (1.38)</td>
<td>2.53 (0.99)</td>
<td>Poor –</td>
<td>3.75 (0.46)</td>
<td>3.71 (0.95)</td>
</tr>
<tr>
<td>6</td>
<td>2.75 (0.70)</td>
<td>2.14 (0.69)</td>
<td>2.47 (0.74)</td>
<td>Poor –</td>
<td>2.87 (0.99)</td>
<td>2.00 (0.82)</td>
</tr>
<tr>
<td>7</td>
<td>3.12 (0.64)</td>
<td>3.57 (0.53)</td>
<td>3.33 (0.62)</td>
<td>Poor –</td>
<td>4.25 (0.71)</td>
<td>3.85 (0.89)</td>
</tr>
<tr>
<td>8</td>
<td>3.00 (0.53)</td>
<td>2.42 (0.53)</td>
<td>2.20 (0.56)</td>
<td>Average</td>
<td>2.00 (0.75)</td>
<td>2.57 (0.79)</td>
</tr>
<tr>
<td>9</td>
<td>4.00 (0.83)</td>
<td>4.00 (0.83)</td>
<td>3.53 (0.83)</td>
<td>Poor</td>
<td>4.00 (0.53)</td>
<td>4.14 (0.69)</td>
</tr>
<tr>
<td>10</td>
<td>3.12 (1.25)</td>
<td>2.42 (0.79)</td>
<td>2.80 (1.08)</td>
<td>Poor –</td>
<td>2.12 (0.64)</td>
<td>2.00 (0.58)</td>
</tr>
</tbody>
</table>

\(^a\)SUS: System Usability Scale.
\(^b\)TCRR: traditional card recognition rehabilitation.
\(^c\)ISGR: interactive somatosensory game rehabilitation.

Analysis of the Effect of Prior Rehabilitation Experience

One objective of the study was to determine the degree of acceptance of the novel ISGR among the elderly who previously went through TCRR, and to further understand whether prior rehabilitation experience would affect the willingness to use the novel rehabilitation method. Therefore, the 2 rehabilitation methods were analyzed separately for those with and without rehabilitation experience, the results of which are shown in Table 4.

Table 4 revealed that regardless of prior rehabilitation experience, there were no significant differences in the answers of the elderly after TCRR or ISGR. For example, for item 1 in the SUS, “I think that I would like to use this TCRR/ISGR frequently,” the \(t\) value of TCRR and ISGR was –0.41 (\(df=13, P=.69\)) and 1.08 (\(df=13, P=.30\)), respectively, again showing insignificant differences. Further analysis suggested that despite insignificant differences, the average score of ISGR (4.20) was considerably higher than that of TCRR (3.33). This result revealed the fact that the elderly believed the ISGR was easier to operate/use. For example, for item 1 in the SUS, “I think that I would like to use this TCRR/ISGR frequently,” the \(t\) value of TCRR and ISGR was –0.41 (\(df=13, P=.69\)) and 1.08 (\(df=13, P=.30\)), respectively, both of which indicated insignificant differences. This result showed that for elders, their willingness to use the ISGR was not significantly affected by prior rehabilitation experience. Hence, regardless of prior rehabilitation experience, the elderly demonstrated consistent subjective feelings of use (willingness to use) toward both TCRR and ISGR, that is, their intention to use and motivation for ISGR would not be compromised because of complicated operations. This finding was further supported by the elders’ answers to item 3, “I thought the TCRR/ISGR was easy to use.” The \(t\) value of TCRR and ISGR for this question was –0.41 (\(df=13, P=.69\)) and 1.08 (\(df=13, P=.30\)), respectively, again showing insignificant differences. Further analysis suggested that despite insignificant differences, the average score of ISGR (4.20) was considerably higher than that of TCRR (3.33). This result revealed the fact that the elderly believed the ISGR was easier to operate/use (please refer to the following sections for more details).
Table 4. Independent sample t test of the effect of prior rehabilitation experience.

<table>
<thead>
<tr>
<th>Item</th>
<th>TCRR&lt;sup&gt;a&lt;/sup&gt;</th>
<th>ISGR&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t&lt;sub&gt;13&lt;/sub&gt; value</td>
<td>P value</td>
</tr>
<tr>
<td>1</td>
<td>−0.64</td>
<td>.53</td>
</tr>
<tr>
<td>2</td>
<td>1.83</td>
<td>.09</td>
</tr>
<tr>
<td>3</td>
<td>−0.41</td>
<td>.69</td>
</tr>
<tr>
<td>4</td>
<td>2.03</td>
<td>.06</td>
</tr>
<tr>
<td>5</td>
<td>−0.14</td>
<td>.89</td>
</tr>
<tr>
<td>6</td>
<td>1.68</td>
<td>.12</td>
</tr>
<tr>
<td>7</td>
<td>−1.45</td>
<td>.17</td>
</tr>
<tr>
<td>8</td>
<td>−0.90</td>
<td>.38</td>
</tr>
<tr>
<td>9</td>
<td>−1.10</td>
<td>.29</td>
</tr>
<tr>
<td>10</td>
<td>1.27</td>
<td>.23</td>
</tr>
</tbody>
</table>

<sup>a</sup>TCRR: traditional card recognition rehabilitation.
<sup>b</sup>ISGR: interactive somatosensory game rehabilitation.

Analysis of the Effect of Gender

In this section, the 2 rehabilitation methods were analyzed separately for patients of different gender (ie, males and females) to see if the gender factor exhibited any effects on the willingness to use the TCRR or ISGR. Table 5 indicates that participants of different gender showed significant differences in the “Easy to learn” section of the ISGR. For example, for item 7, “I would imagine that most people would learn to use this TCRR/ISGR very quickly,” the t value of TCRR was −0.54 (df=13, P=.59), indicating insignificant difference between gender), whereas that of ISGR was 2.71 (df=13, P=.02), which showed significant differences. The results suggested that the novel ISGR developed in this study was easier to learn for females. Based on the findings, it was concluded that while the willingness to use (item 1: t<sub>13</sub>=0.98, P=.34, insignificant difference) and ease of use (item 3: t<sub>13</sub>=1.08, P=.30, insignificant difference) of the ISGR were not affected by the gender factor, this was not the case for the ease to learning (item 7). The results indicated that females were more willing to learn new things than males were; this should be investigated in future research.

Table 5. Independent sample t test of the effect of gender.

<table>
<thead>
<tr>
<th>Item</th>
<th>TCRR&lt;sup&gt;a&lt;/sup&gt;</th>
<th>ISGR&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t&lt;sub&gt;13&lt;/sub&gt; value</td>
<td>P value</td>
</tr>
<tr>
<td>1</td>
<td>0.04</td>
<td>.96</td>
</tr>
<tr>
<td>2</td>
<td>1.08</td>
<td>.30</td>
</tr>
<tr>
<td>3</td>
<td>−0.41</td>
<td>.69</td>
</tr>
<tr>
<td>4</td>
<td>0.90</td>
<td>.38</td>
</tr>
<tr>
<td>5</td>
<td>0.90</td>
<td>.38</td>
</tr>
<tr>
<td>6</td>
<td>0.18</td>
<td>.86</td>
</tr>
<tr>
<td>7</td>
<td>−0.54</td>
<td>.59</td>
</tr>
<tr>
<td>8</td>
<td>−0.54</td>
<td>.60</td>
</tr>
<tr>
<td>9</td>
<td>−0.77</td>
<td>.45</td>
</tr>
<tr>
<td>10</td>
<td>1.27</td>
<td>.23</td>
</tr>
</tbody>
</table>

<sup>a</sup>TCRR: traditional card recognition rehabilitation.
<sup>b</sup>ISGR: interactive somatosensory game rehabilitation.
<sup>c</sup>Significant value.
Comparison Between TCRR and ISGR

In the previous sections, effects of “prior rehabilitation experience” and “gender” were analyzed. The results showed that prior rehabilitation experience did not affect the elderly’s willingness to use (item 1) and ease of use (item 3). However, the ease of learning (item 7) was affected by the gender factor. In this section, elders with and without rehabilitation experience were divided into separate groups to analyze their respective subjective feelings (willingness to use) of the 2 rehabilitation methods (ie, TCRR and ISGR; as shown in Table 6).

From Table 6 (column 2), significant differences between the 2 rehabilitation methods were observed on item 1 ($t_{28}=-8.27$, $P<.001$), item 3 ($t_{28}=-3.17$, $P<.001$), item 5, “I found the various functions in this TCRR/ISGR were well integrated” ($t_{28}=-5.07$, $P<.001$), item 7 ($t_{28}=-2.81$, $P=.01$), and item 10, “I needed to learn a lot of things before I could get going with this TCRR/ISGR.” ($t_{28}=2.04$, $P=.03$). The results suggested that the novel ISGR proposed in this study showed better “willingness to use,” “ease of use,” “integration,” “ease of learning,” and “system complexity” than TCRR. The elders indicated that they were more willing to use the novel method continuously, which was of great significance for the long-term rehabilitation of patients with dementia.

Table 6. Independent sample t test for TCRR$^a$ and ISGR$^b$.

<table>
<thead>
<tr>
<th>Item</th>
<th>Comparison of the 2 rehabilitation methods (n=15)</th>
<th>Prior rehab experience (n=7)</th>
<th>No rehab experience (n=8)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$t_{28}$ value</td>
<td>$P$ value</td>
<td>$t_{12}$ value</td>
</tr>
<tr>
<td>1</td>
<td>-8.27</td>
<td>&lt;.001$^c$</td>
<td>-4.62</td>
</tr>
<tr>
<td>2</td>
<td>1.49</td>
<td>.15</td>
<td>0.28</td>
</tr>
<tr>
<td>3</td>
<td>-3.17</td>
<td>&lt;.001$^c$</td>
<td>-1.92</td>
</tr>
<tr>
<td>4</td>
<td>0.72</td>
<td>.48</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>-5.07</td>
<td>&lt;.001$^c$</td>
<td>-2.50</td>
</tr>
<tr>
<td>6</td>
<td>0.00</td>
<td>.99</td>
<td>0.35</td>
</tr>
<tr>
<td>7</td>
<td>-2.81</td>
<td>.01$^c$</td>
<td>-0.72</td>
</tr>
<tr>
<td>8</td>
<td>0.39</td>
<td>.70</td>
<td>0.28</td>
</tr>
<tr>
<td>9</td>
<td>-1.21</td>
<td>.23</td>
<td>-0.42</td>
</tr>
<tr>
<td>10</td>
<td>2.04</td>
<td>.03$^c$</td>
<td>1.16</td>
</tr>
</tbody>
</table>

$^a$TCRR: traditional card recognition rehabilitation.
$^b$ISGR: interactive somatosensory game rehabilitation.
$^c$Significant value.

Further analysis was performed by dividing participants into those with and without prior rehabilitation experience. Table 6 (columns 3 and 4) showed that for the elderly with and without prior rehabilitation experience toward TCRR and ISGR, significant differences were seen in item 1 on “willingness to use” ($t_{12}=-4.26$, $P<.001$ and $t_{14}=-7.00$, $P<.001$, respectively) and item 5 on “integration” ($t_{12}=-2.50$, $P=.03$ and $t_{14}=-5.60$, $P<.001$, respectively). This is consistent with the previous finding that “Regardless of prior rehabilitation experience, the elderly consistently showed improved willingness to use the novel ISGR over the TCRR and believed that the integration of ISGR was better.”

Comparison between the 2 rehabilitation methods suggested that for the elderly without prior rehabilitation experience (Table 6, column 4), significant differences were seen in item 3 on “ease of use” ($t_{12}=-2.50$, $P=.20$) and item 7 on “ease of learning” ($t_{14}=-3.33$, $P<.001$). This finding indicated that in terms of “ease of use” and “ease of learning,” the ISGR was easier for the elderly, especially for those without prior rehabilitation experience to master and operate. Thus, if an individual was exposed to the 2 rehabilitation methods for the first time, he or she would find the ISGR much easier to learn and use, which would in turn significantly affect the willingness of the elderly to continue rehabilitation. The results also echoed the conclusions of previous sections.

For item 10 on “system complexity” (I need to learn a lot...), the 2 rehabilitation methods showed significant differences ($t_{28}=2.04$, $P=.03$; Table 5, column 2), but differences between the elderly with and without prior rehabilitation experience were insignificant ($t_{12}=1.16$, $P=.27$ and $t_{14}=2.02$, $P=.06$, respectively). This result suggested that regardless of prior rehabilitation experience, the elderly believed that it took them a decent amount of time to learn and become familiar with the TCRR before they were willing to continue rehabilitation. By contrast, the elderly could rapidly master the novel ISGR (because they could use intuitive gesture recognition during rehabilitation) and were more willing to use it in the long term.
Discussion

Principal Findings
In summary, elderly participants provided positive feedback on the ISGR developed in this study. The novel method would not cause the elderly to feel stressful or reluctant under the same activity and treatment arrangement of traditional methods, making it applicable for the general elderly population. Furthermore, the combination of rehabilitation with interactive games not only improved the user’s motivation for rehabilitation, but also enhanced the ease of use and learning of the system through intuitive gesture recognition technology, thereby promoting the user’s willingness to continuously engage in rehabilitation.

Recommendations for Future Research
This study proposed the integration of a novel interactive somatosensory game into the hand rehabilitation of the elderly with MCI. We also provide suggestions on “interactive somatosensory” and “game design” for future research.

Interactive Somatosensory
During literature review, questionnaire survey, and experiments, it was found that patients with dementia were highly interested in interactive somatosensory games. Furthermore, the replacement of traditional rehabilitation methods with intuitive gesture recognition made it easy for the elderly to learn to use rehabilitation devices, which was consistent with findings of previous studies [5,27]. Therefore, it is recommended that subsequent research can develop various cognitive training modules based on the ISGR method developed in this study. Furthermore, a system on the medical network that allows medical institutions of different levels and even home caregivers to download interactive somatosensory games can be established so that the rehabilitation of the elderly can be performed through telemedicine or homecare [24-26].

Game Design
Observations during experiments indicated that using a nostalgic style in the game design was more effective in reminding the elderly of memories and prompting them to share their experience, which was consistent with findings of previous research [36,37]. Furthermore, interactive games not only demonstrate a cognitive training effect, but are also capable of increasing user stickiness by introducing various game scenarios and difficulty levels, thereby productively improving the elder’s willingness and motivation for rehabilitation. Therefore, when designing interactive games, researchers should deeply discuss the humane, social, cultural, and other features of the elderly population and integrate them into the game content to make the elderly feel familiar with the nostalgic scenes in the game. This finding is consistent with the results of the study by Cotelli et al [38] and should be further exploited in future research.

Conclusions
With an aging society as well as an increasing number of patients with dementia, it is of great significance to prevent and delay the incidence of dementia. Exercise can not only effectively activate the brain, but also strengthen the effect of brain activities through hand exercise as well as improving the blood circulation of the body, making it beneficial in preventing and delaying dementia. This study combined hand exercise with nostalgic therapy and integrated interactive games into the cognitive training of the elderly, so as to increase interest in rehabilitation and improve the elderly’s motivation to engage in rehabilitation in the long term. By asking the elderly to participate in both TCRR and ISGR, this study investigated the willingness of use of the elderly toward these rehabilitation methods. Furthermore, effects of gender and prior rehabilitation experience on these 2 rehabilitation methods were explored to understand the elderly’s thoughts and feelings of ISGR. Results showed that the ease of learning of the 2 methods was considerably different. For elderly people without prior rehabilitation experience, the ISGR was easier to learn and operate than the TCRR, and females performed better in learning the novel method. The results suggested that the novel ISGR developed in this study could not only improve the elderly’s motivation for rehabilitation, but also promote them to continuously participate in rehabilitation. Therefore, it can be widely applied to other rehabilitation fields (such as home rehabilitation or telemedicine) in the future.
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Abstract

Background: Many essential walking activities in daily life, such as crossing a street, are challenging to practice in conventional therapeutic settings. Virtual environments (VEs) delivered through a virtual reality (VR) head-mounted display (HMD) would allow training such activities in a safe and attractive environment. Furthermore, the game-like character and high degree of immersion in these applications might help maintain or increase children’s motivation and active participation during the rehabilitation process.

Objective: This study aimed to investigate the usability, user experience, and acceptability of an immersive VE experienced through a VR HMD to train everyday life walking activities in pediatric neurorehabilitation.

Methods: In a cross-sectional study, 21 youths (median age 12.1 years; range 6.8-17.7 years) with a neuromotor impairment undergoing inpatient or outpatient neurorehabilitation tested a VE experienced through the VR HMD Oculus Quest. The participants, accompanied by their physiotherapists, moved freely around a 4.4 by 10-meter VE, displaying a magical forest and featuring various gamified everyday activities in different game designs. Using their hands, represented in the VE, the participants could interact with the virtual objects placed throughout the VE and trigger visual and auditory feedback. Symptoms of cybersickness were checked, and usability, user experience, and acceptability were evaluated using customized questionnaires with a visual analog scale for youths and a 5-point Likert scale for their therapists.

Results: None of the participants reported any signs of cybersickness after 20 minutes of VR HMD exposure time. They rated comfort (median 10/10) and movement ability (median 10/10) with the VR HMD as high. The VE was perceived as really there by the majority (median 8/10), and the participants had a strong feeling of spatial presence in the VE (median 9.5/10). They enjoyed exploring the virtual world (median 10/10) and liked this new therapy approach (median 10/10). Therapists’ acceptance of the VR HMD was high (4/5). There were 5 patients that needed more support than usual, mainly for supervision, when moving around with the VR HMD. Otherwise, therapists felt that the VR HMD hardly affected their patients’ movement behavior (median 4.75/5), whereas it seemed to increase their level of therapy engagement (median 4/5) compared to conventional physiotherapy sessions.

Conclusions: This study demonstrates the usability of an immersive VE delivered through a VR HMD to engage youths in the training of everyday walking activities. The participants’ and therapists’ positive ratings on user experience and acceptance further support the promising application of this technology as a future therapeutic tool in pediatric neurorehabilitation.

(JMIR Serious Games 2022;10(3):e38509) doi:10.2196/38509
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Introduction

Pediatric neurorehabilitation strives to provide patients with the greatest possible degree of independence in everyday life [1]. Therapies aimed at increasing children’s independence require them to actively work on their limitations and push their physical limits, which takes weeks, months, or even years—depending on the nature and severity of their impairment. Active involvement, perseverance, and adherence to the therapy program are crucial ingredients for these therapies, which incorporate various motor learning principles, to be successful [2]. However, it is particularly challenging for children to maintain all these qualities throughout a lengthy rehabilitation stay.

In recent years, computer technology applications that create virtual environments (VEs) have emerged more and more in the field of rehabilitation [3]. By merging the physical and virtual worlds, VEs enable task-specific training and can provide an ecologically valid environment similar to the real world [4]. Thereby, they offer new options for therapies and outcome assessment [5] while ensuring the safety of the therapy setting [4]. In addition, VEs can help increase children’s motivation and therapy adherence during the rehabilitation process, which may result in more training repetitions [6,7]. Further advantages are the enriched environments, exercise gamification, possibility of task-specific training incorporating variations and real-time feedback on performance, and easily adjustable difficulty levels to account for children’s different motor abilities [4,8,9]. When compared to conventional therapy or controls, VE interventions on the upper extremities, postural control, and balance in children with cerebral palsy showed a strong effect in improving motor functions [8]. So far, VE interventions targeting gait function in children with neuromotor impairment were considerably less frequent, and consequently, evidence on their effectiveness remains limited [6-8,10]. However, evidence derived from adult populations is promising. VE interventions effectively improved balance, gait functions, and mobility in various groups of patients with neurological disorders [6,11,12].

VEs differ regarding the display device, level of immersion, and type of interaction and can be delivered by custom-built systems as well as affordable off-the-shelf options [4,8]. To date, gait interventions using VEs mainly rely on nonimmersive flat-screen VEs. Although these approaches increase the enjoyment, motivation, and adherence toward the therapy program in pediatric and adult patients [6,7], they offer only limited possibilities in terms of interaction, sensorimotor contingencies, and illusions [13]. In contrast to these 2D VEs, virtual reality (VR) head-mounted displays (HMDs) provide a stereoscopic 3D view in a completely simulated environment while blocking the views of the real surroundings and user’s body. As some of these devices are wireless, they offer optimal prerequisites for motivating and immersive training of walking activities [13].

VR HMDs have already been shown to be feasible for balance or gait training in the older population [14] or adult patients with a neurological disorder [15,16]. However, in pediatric patients, the evidence of the VR HMDs’ feasibility and acceptability is very limited and restricted to their use in static positions, mainly during sitting or lying [17-20]. We have previously examined and reported on the usability and acceptability of 2 different HMDs (1 VR HMD and 1 mixed reality HMD) in children undergoing inpatient neurorehabilitation [21]. Although our first results were promising regarding an application of mixed reality or VR HMDs while moving around, the wearing time was short, and the VE did not allow for interactions. In this study, we now aimed to investigate the usability, user experience, and acceptability of an immersive VE with different game applications experienced through a VR HMD to train everyday life walking activities in children and adolescents with neuromotor impairments.

Methods

Participants

Children and adolescents aged 6 to 18 years with a neuromotor impairment and undergoing inpatient or outpatient rehabilitation at the Swiss Children’s Rehab (SCR) of the University Children’s Hospital Zurich were eligible. We aimed to have a diverse group of participants in terms of age, diagnosis, mobility level, visual acuity level, and cognitive abilities to test the VR HMD in a heterogeneous group representing the patient composition at the SCR. Exclusion criteria were inability to follow verbal instructions, uncorrectable severe visual impairment, and a history of seizures or taking anticonvulsant medication. Written informed consent and assent was obtained from the legal representatives and participating children and adolescents.

VE Specifications

The VE, representing a magical forest (Figure 1), was created in the game engine Unity (version 2019.4.6; Unity Technologies). We chose the forest as the VE because it allowed integrating many everyday walking tasks considered important by parents and adolescents with neuromotor disorders [22]. Further, a forest represents a peaceful environment that allows the children to concentrate on tasks without being too distracted. Additionally, it can be appealing regardless of the user’s age and represents a situation that is not easily accessible in real life for many patients due to their functional impairments. Walking tasks that can be performed in the VE involved stepping over various obstacles such as roots, a tree log, stones, or a small creek; opening and closing the door to a hut; stepping over the door sill and moving around in the hut’s confined space; and picking sweets from a tree and carrying them to a badger to feed it. Further, the VE featured various mushrooms to play drums, lanterns to carry around, and a small tent that the children and adolescents could crawl into to grab a chocolate bar. The interactive objects should draw the participants’ focus to the inner walkable workspace and encourage them to walk around, whereas the normal objects such as hills and trees at the periphery should not attract their attention.

The participants experienced the VE through a commercially available VR HMD, the Oculus Quest 1 (Facebook Technologies). The Oculus Quest is a stand-alone device with 6 degrees of freedom and 4 integrated cameras, which enable...
The magical forest VE featured a free exploration mode, in which the children and adolescents could move around without specific instructions, and 3 different game conditions. In the orientation game, a picture frame revealed, upon being touched, an image of the location of the next picture frame, which the participant then had to find and touch, etc. In the apple game, the participants had to collect apples spread all over the VE and bring them to a basket in the hut. In the scoring game, the task was to score as many points as possible by interacting with the objects. Between interactions, participants had to cover at least 2 meters (indicated by a green bar at the top of the field of view) before they were able to score their next point.

A video of pediatric neurorehabilitation patients experiencing and interacting with the immersive virtual environment is shown in Multimedia Appendix 1.

Figure 1. Virtual environment with (A) a magic forest, (B) the orientation game, (C) the apple game, and (D) the scoring game.

Ethical Considerations
The ethics committee of the Canton Zurich confirmed through a clarification of responsibility that approval for this cross-sectional study, which took place in the gait laboratory of the SCR, was not needed (Req-2020-00757).

Protocol
After the participants were informed about the test procedure, the VR HMD was adjusted to their heads, and its optimal position was checked. The participants then started with the free exploration mode, which lasted 5 minutes. This mode allowed them to get used to the VR HMD and familiarize themselves with the VE and the interaction possibilities.
Subsequently, the participants took off the VR HMD and answered short questions regarding potential symptoms of cybersickness, using the Virtual Reality Sickness Questionnaire (VRSQ) [23]. Thereafter, they played the 3 games described above, each lasting 5 minutes, in randomized order. Patients could play the 3 games without pausing or take off the VR HMD for a short break in between. Following the 3 games, the participants again answered the VRSQ and a short set of questions. A physiotherapist accompanied the patients to provide assistance if needed and observe their movement behavior and answered a questionnaire at the end of the session.

**Outcome Measures**

Participant characteristics were retrieved from the patients’ medical records. Their functional level of mobility was rated by the physiotherapists with the Gillette Functional Assessment Questionnaire walking scale (FAQ) and the Functional Mobility Scale (FMS) [24]. The FAQ quantifies a range of walking abilities in daily life on an ordinal scale from 1 to 10, whereas the FMS complements the information by assessing the assistive device used over 5, 50, and 500 meters on an ordinal scale from 1 to 6.

Besides the VRSQ, the investigator used a customized questionnaire covering the aspects of comfort, fun, presence in the VE, and immersion to ask the participants about their experience with the VE and VR HMD. The questions mainly consisted of a subset of items from the Comfort Rating Scale [25], the Igroup Presence Questionnaire [26], and the Presence questionnaire 2.0 [27]. Further, the participants were asked how strongly they felt that the objects and environment they saw were really there. Our understanding was that if the environment and objects were experienced as actually being there, it would indicate an increased immersion and user experience. In turn, a positive user experience could result in an increased motivation of the patients to move around in the VE. The questions were answered by the participants on a visual analog scale. Further, the participants were asked to rank the 4 gaming conditions according to their preferences.

The physiotherapists’ questionnaire assessed the acceptability of the VR HMD as a therapeutic tool for their patient. Questions included their ratings of the participants’ movement behavior, level of support needed, and engagement during the VR session on a 5-point Likert scale. They were also asked about their opinion on using a VR HMD as a therapy tool and the advantages, disadvantages, and potential problems of using a VR HMD with their patients.

Furthermore, the absolute position of the VR HMD in the room was logged with a sampling rate of 50 Hz. Based on this data, the covered horizontal and vertical distance per gaming condition and participant was calculated.

**Statistical Analysis**

Participants’ characteristics and covered horizontal and vertical distances are presented using descriptive statistics. Questionnaire responses are illustrated with frequencies, medians, and IQRs. To quantify potential differences between the 3 games, we tested the horizontal and vertical distances covered during the 3 gaming conditions for normal distribution and performed repeated measures ANOVA with Bonferroni-corrected post hoc tests. Calculated effect sizes were based on the $\omega^2$ values of the nonparametric Wilcoxon rank sum tests. We interpreted $\omega^2>0.01$ as small, $\omega^2>0.06$ as moderate, and $\omega^2>0.14$ as large effect [28].

**Results**

**Participant Characteristics**

In total, 21 children and adolescents with a median age of 12.1 (IQR 5.5) years, of which two-thirds had a congenital neuromotor disorder, participated in this study (Table 1). The walking abilities of our study population were on a high level, as more than half (67%, n=14) of the participants were able to walk independently without an assistive device (FMS $\geq 5$), and 18 (86%) could walk outdoors at least for short distances (FAQ $\geq 6$). In all, 2 participants performed the VR HMD test in their wheelchair, 7 used a walking device, and 6 needed the help of their therapist, mainly in the form of supervision. No youth reported any signs of cybersickness in the VRSQ, neither after 5 nor 20 minutes of VR HMD exposure. Further patient characteristics are presented in Table 1.

Ratings on the usability of the VR HMD, user experience, and acceptability of the immersive VE are described in the following paragraphs.
Table 1. Descriptive characteristics of the study participants (N=21).

<table>
<thead>
<tr>
<th>ID</th>
<th>Sex</th>
<th>Age (year)</th>
<th>Height (cm)</th>
<th>Diagnosis a</th>
<th>Glasses</th>
<th>FMS b</th>
<th>FAQ c</th>
<th>Mobility aid d</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>F</td>
<td>8.2</td>
<td>120</td>
<td>Bilateral spastic-dystonic CP (II)</td>
<td>Yes</td>
<td>6, 6, 5</td>
<td>9</td>
<td>None</td>
</tr>
<tr>
<td>2</td>
<td>M</td>
<td>12.3</td>
<td>152</td>
<td>Stroke</td>
<td>No</td>
<td>6, 6, 6</td>
<td>10</td>
<td>None</td>
</tr>
<tr>
<td>3</td>
<td>F</td>
<td>11.5</td>
<td>147</td>
<td>Bilateral spastic CP (III) with lower limb surgery</td>
<td>No</td>
<td>1, 1, 1</td>
<td>4</td>
<td>Wheelchair</td>
</tr>
<tr>
<td>4</td>
<td>M</td>
<td>15.2</td>
<td>167</td>
<td>Bilateral spastic CP (II)</td>
<td>No</td>
<td>5, 5, 5</td>
<td>8</td>
<td>None</td>
</tr>
<tr>
<td>5</td>
<td>M</td>
<td>9.0</td>
<td>121</td>
<td>Meningomyelocele with lower limb surgery</td>
<td>No</td>
<td>5, 2, 2</td>
<td>8</td>
<td>Posterior walker</td>
</tr>
<tr>
<td>6</td>
<td>F</td>
<td>9.4</td>
<td>147</td>
<td>Cerebral encephalopathy</td>
<td>No</td>
<td>6, 6, 6</td>
<td>9</td>
<td>None</td>
</tr>
<tr>
<td>7</td>
<td>M</td>
<td>17.7</td>
<td>183</td>
<td>Stroke</td>
<td>No</td>
<td>5, 5, 5</td>
<td>7</td>
<td>None</td>
</tr>
<tr>
<td>8</td>
<td>M</td>
<td>11.6</td>
<td>146</td>
<td>Traumatic brain injury</td>
<td>No</td>
<td>6, 6, 6</td>
<td>10</td>
<td>None</td>
</tr>
<tr>
<td>9</td>
<td>M</td>
<td>7.3</td>
<td>129</td>
<td>Stroke</td>
<td>No</td>
<td>3, 3, 3</td>
<td>8</td>
<td>Crutches</td>
</tr>
<tr>
<td>10</td>
<td>F</td>
<td>14.6</td>
<td>169</td>
<td>Traumatic brain injury</td>
<td>Yes</td>
<td>5, 5, NA</td>
<td>6</td>
<td>None</td>
</tr>
<tr>
<td>11</td>
<td>F</td>
<td>10.6</td>
<td>127</td>
<td>Unclear, superimposed disease with spastic-dystonic gait disorder</td>
<td>Yes</td>
<td>5, 5, 5</td>
<td>9</td>
<td>None</td>
</tr>
<tr>
<td>12</td>
<td>M</td>
<td>6.8</td>
<td>114</td>
<td>Meningomyelocele with lower limb surgery</td>
<td>Yes</td>
<td>2, 1, 1</td>
<td>4</td>
<td>Posterior walker</td>
</tr>
<tr>
<td>13</td>
<td>M</td>
<td>12.1</td>
<td>150</td>
<td>Status post septic shock with ischemic cerebral lesions</td>
<td>Yes</td>
<td>5, 3, 2</td>
<td>7</td>
<td>None</td>
</tr>
<tr>
<td>14</td>
<td>M</td>
<td>9.1</td>
<td>140</td>
<td>Bilateral spastic CP (II) with lower limb surgery</td>
<td>Yes</td>
<td>2, 2, 1</td>
<td>7</td>
<td>Posterior walker</td>
</tr>
<tr>
<td>15</td>
<td>M</td>
<td>14.6</td>
<td>160</td>
<td>Meningomyelocele with lower limb surgery</td>
<td>Yes</td>
<td>2, 2, 1</td>
<td>6</td>
<td>Posterior walker</td>
</tr>
<tr>
<td>16</td>
<td>M</td>
<td>14.4</td>
<td>167</td>
<td>Bilateral spastic CP (III) with lower limb surgery</td>
<td>No</td>
<td>2, 1, 1</td>
<td>3</td>
<td>Wheelchair</td>
</tr>
<tr>
<td>17</td>
<td>F</td>
<td>16.0</td>
<td>168</td>
<td>Friedreich ataxia with spondylodesis T4-L3</td>
<td>No</td>
<td>2, 2, NA</td>
<td>6</td>
<td>Anterior walker</td>
</tr>
<tr>
<td>18</td>
<td>F</td>
<td>12.4</td>
<td>162</td>
<td>Meningomyelocele</td>
<td>Yes</td>
<td>6, 6, 6</td>
<td>10</td>
<td>None</td>
</tr>
<tr>
<td>19</td>
<td>F</td>
<td>15.5</td>
<td>161</td>
<td>Bilateral spastic CP (II) with lower limb surgery</td>
<td>No</td>
<td>5, 3, 3</td>
<td>7</td>
<td>Crutches</td>
</tr>
<tr>
<td>20</td>
<td>F</td>
<td>7.9</td>
<td>122</td>
<td>Unilateral spastic CP (I) with lower limb surgery</td>
<td>Yes</td>
<td>6, 6, 6</td>
<td>10</td>
<td>None</td>
</tr>
<tr>
<td>21</td>
<td>F</td>
<td>13.0</td>
<td>172</td>
<td>Congenital ataxia</td>
<td>No</td>
<td>5, 5, 5</td>
<td>9</td>
<td>None</td>
</tr>
</tbody>
</table>

a In children and adolescents diagnosed with cerebral palsy, the Gross Motor Classification System Level is given in parentheses.
b FMS: Functional Mobility Scale at 5, 50, and 500 m.
c FAQ: Gillette Functional Assessment Questionnaire walking scale.
d Mobility aid used during virtual reality head-mounted display testing.
e F: female.
f IC: cerebral palsy.
g M: male.
h NA: not assessed.

Usability
The participants rated the comfort of the VR HMD after 20 minutes of exposure time almost exclusively as positive. Only 3 patients reported that the VR HMD caused uncomfortable pressure on the back of the head (ID 14) or nose (IDs 16 and 17). Only 1 participant (ID 17) stated that not seeing her own body while moving around was a problem. None of the participants regarded it as unfavorable that the VR HMD blocked their view of the natural environment. Consequently, the youths did not feel hindered in their movement abilities by the VR HMD, except for 2 patients (IDs 5 and 13), who reported that grasping and manipulating the virtual objects was somewhat difficult for them.

User Experience
The majority (90%, 19/21) of the participants felt that the VE and objects they saw were real (ie, really present). They also rated their feeling of being present in the VE as very high (median 9.5, IQR 1.5; Figure 2). When asked how much fun they had performing the tasks in the VE, 19 (90%) of the 21 patients gave the maximum score of 10. The badger and the possibility to feed it was most (71%, 15/21) participants’ favorite part in the VE.
Acceptability

According to the physiotherapists, 5 patients needed more support than usual when moving around with the VR HMD, mainly in the form of supervision (IDs 7, 17, and 20) or assistance with their mobility aids (IDs 3 and 9). Otherwise, the VR HMD hardly affected the participants’ movement behavior. The physiotherapists rated their patients’ level of engagement during the VR session higher than in conventional physiotherapy (62%, 13/21; Figure 2).

They considered the immersive VE a valuable complement to conventional therapy methods for training everyday walking tasks in all but 3 participants (IDs 1, 12, and 21). Increased motivation, movement variations, repetitions, concentration level, playfulness, sense of achievement, joy of discovery, competition possibility with games, dual-task training, and reduced fear of movement were favorable factors mentioned by the physiotherapists. Potential problems or disadvantages identified by the therapists were the increased difficulty in handling the mobility aids when reaching for virtual objects, difficulty to work on gait quality, lack of haptic feedback, nonvisibility of the feet, weight of the VR HMD, and the VE not being challenging enough for some patients.

VE Conditions

The free exploration mode received the best rating of the 4 conditions, followed by the scoring game (Figure 3). The participants covered the most horizontal distance in the scoring game (median 94 m; range 29-208 m). However, the repeated measures ANOVA showed no statistically significant difference between the 3 games ($F_{2,34}=2.60; P=.09$).

The apple collecting game caused the largest covered vertical distance (median 34 m; range 17-76 m). The repeated measures ANOVA determined a statistically significant difference between the 3 games ($F_{2,34}=19.31; P<.001; \omega^2=0.5$). Bonferroni-adjusted post hoc analyses revealed that the participants covered significantly more vertical distance in the apple game than the scoring game ($P=.008$) and orientation game ($P<.001$) as well as in the scoring game than the orientation game ($P=.048$).
Discussion

Principal Findings

We explored an immersive VE with different game conditions experienced through a VR HMD to train everyday life walking activities in a pediatric neurorehabilitation setting. The participants’ and therapists’ ratings regarding usability, user experience, and acceptability were very positive. The youths enjoyed moving around in the VE and experienced enormous fun—regardless of their age. Almost all participants felt comfortable with the VR HMD, and they did not notice any restrictions in their freedom of movement.

The participants reported a high sense of presence, indicating that they felt like being physically and spatially located in the VE. The sense of presence is a crucial feature of a VR application, as it directly influences users’ enjoyment during a VR game [29]. This high sense of presence might have also substantially contributed to the fact that the youths were not concerned by their blocked view of the natural surroundings. Remarkably, only 1 participant (ID17, diagnosed with Friedreich ataxia) considered the inability to see her body as problematic. The patients perceived moving around with the VR HMD as similar or equal to that in everyday life, but they rated their experience of activities involving hand and finger movements as slightly lower. Furthermore, 2 participants even experienced these activities as challenging, despite the visual representation of their hands in the VE. In fact, the integrated hand tracking option of the Oculus Quest caused some difficulties, as the hands are only detected as long as they are in the VR HMD’s field of view. The partial concealment of the hand due to the patients’ hair or mobility aid and too fast hand and finger movements while grasping were other causes for the interrupted hand tracking of the device. Despite these challenges, the hand tracking feature enables an intuitive use of the hands in the VE, and the participants remained largely unperturbed and tried patiently to grasp the virtual objects.

From the physiotherapists’ point of view, the VR HMD hardly affected their patients’ movements, neither with respect to walking or crossing obstacles nor regarding movement transitions, using the upper extremities, or dealing with their walking devices. This finding is essential since a negative influence of the VR HMD on the patients’ movement execution would be unfavorable for efforts to validate its future clinical application. Furthermore, in contrast to our first study [21], therapists did not feel that their patients needed more support with the VR HMD than in standard therapy. This disparity in judgment might be because the therapists were already more familiar with this new technology and had more confidence that their patients could move safely even though they could not see the real environment.

Similar to the youths’ feedback, the therapists’ reported that their patients were more dedicated than during regular therapy sessions, for example, by being more interested and focused on the tasks or showing more perseverance. Further, they moved around without additional external motivation and did not seem to lose interest during the 20-minute test session. As motivation is an indispensable factor for active participation during the therapy, these findings are another indication of the promising option of immersive VR as a tool for movement therapy. Additionally, our results align with the findings of other studies that uniformly report the fun and enjoyment of various pediatric [17,18,20,21,30] and adult patient populations [15,16] when experiencing VR as a therapy instrument.

Despite the relatively high weight of the VR HMD, our patients could wear it for 20 minutes with almost no problems. Furthermore, we observed that the VR HMD is also suitable for different activities, such as walking, stooping, kneeling, crawling, or even running. This is new information, as in pediatric populations, the usability and acceptance of VR HMDs have so far only been tested in static situations [17-20] or when moving around for a short duration of a few minutes [21]. Studies with healthy adults and patients with stroke, multiple sclerosis, and Parkinson disease have demonstrated that VR HMDs could successfully be used while the participants were walking on a treadmill [15,16]. However, treadmill walking is much more restricted and controlled than moving around in an open space as our patients did. Everyday life activities usually happen in an unrestricted way and require a range of movement variations. Thus, our approach takes gait therapy even a step closer to daily life.

Whether a VR HMD is a helpful complement to conventional gait therapy methods depends on the patient’s individual abilities, preferences, and the specific therapy goals. Although the missing haptic feedback of not successfully mastering obstacles or the nonvisibility of the feet can make training on gait quality more difficult for some children and adolescents, this absence could help others increase their concentration on
their proprioceptive input. Additionally, the possibility to train all activities on even ground might be helpful for some patients. However, the challenge could be too small for others because of an absent uneven terrain. According to the therapists, the patients often seemed to stay more concentrated for longer time periods and demonstrated more endurance and perseverance in the VE than in conventional therapy sessions. In the study of Lai et al [30], the participants reported that their exercise amount had been significantly facilitated by the immersive and enjoyable character of the VR HMD applications. The application’s novelty, the numerous discovery opportunities in the VE, and the games’ playfulness and competitive nature may, therefore, also have positively contributed to the positive findings in our study.

Limitations and Future Considerations

The mobility level of our participants was at a high level, with 15 being community walkers with an FAQ level of at least 7. The comments of the physiotherapists, who considered our VE not to be the right approach to address some of these patients’ therapeutic goals, indicate that the VE was not challenging enough for patients who can master uneven grounds without any assistance (FAQ≥9), which applied to 8 participants of our study population. The introduction of various difficulty levels, dual-task training, and other VEs with more challenging tasks are possible future solutions to provide an adequate training level for these patients with higher functioning. As we did not compare the visual design of the current VE to others, we cannot comment on the effect of our particular visual design or VE choices.

Although we randomized the order of the 3 games, this was not the case for the free exploration mode. The participants always started with this condition as a type of familiarization with the VR HMD and VE. Therefore, we could not include the free exploration mode in the analysis regarding the covered distances. Neither can we rule out that the majority of the participants preferred the free exploration mode, because they experienced the VE with this condition in the first place. Nevertheless, it seems advisable to provide new VEs and interaction features always with an additional noncompetitive option, whether for familiarization or for children and adolescents who prefer noncompetitive games.

Our participant group was substantially heterogeneous in terms of age and motor abilities. Although it would have been interesting to analyze the impact of these characteristics, our sample size precluded forming any subgroups for further analyses. Additionally, as the study was cross-sectional, we cannot draw any conclusions about the impact of our VR HMD approach on the change in patients’ functional walking abilities or how their motivation would develop over the long term. Further, the assessment of the participants’ qualitative movement behavior was solely based on the subjective ratings of the youths themselves and their therapists.

Consequently, in a current study, we use 3D gait analysis to record spatiotemporal and kinematic parameters to compare the patients’ movements when performing similar activities in real environments and VEs. Furthermore, we aim to develop and implement a foot tracking option in the VE. This option would provide patients with visual feedback on their feet’s position and create further interaction possibilities, which would further help improve the VR experience. Last, the implementation of a movement therapy using a VR HMD is required in a clinical setting to evaluate its value and effect on patients’ motivation and movement skills.

Conclusions

This study demonstrates the usability of an immersive VE delivered through a VR HMD in children and adolescents with neuromotor impairments performing everyday life walking activities. Furthermore, participants’ and therapists’ ratings regarding user experience and acceptability and the application’s high motivational impact support its development as a future tool for movement therapy in pediatric neurorehabilitation. However, in the light of the current generation’s rich gaming experience, choices, variation, difficulty levels, and other typical gaming features seem to be indispensable properties for successfully implementing the VR HMD as a therapy tool.
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Video of pediatric neurorehabilitation patients experiencing and interacting with the immersive virtual environment.
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Abstract

Background: Multiple sclerosis (MS) is a common nontraumatic, neurological, disabling disease that often presents with upper limb dysfunction. Exercise training has resulted in improvement for patients; however, there can be a lack of compliance due to access because of location and lack of MS experts. Virtual reality (VR) is a promising technology that can offer exercise therapy/rehabilitation at a distance. This type of remote training can be motivational and effective for patients with MS and can improve range of motion and muscle strength for those with upper limb dysfunction.

Objective: The aim of this study is to evaluate the safety and feasibility of the XRHealth software and the Oculus Rift Station for patients with MS with upper limb motor dysfunction.

Methods: A single-center, prospective, feasibility study was conducted with patients with MS who had upper limb motor dysfunction. Patients participated in a single 45-minute digital environment session with VR and completed a questionnaire about the quality of the training and fatigability. The clinician also completed a questionnaire to evaluate the suitability and safety of the training.

Results: Overall, 30 patients were enrolled between the ages of 20 and 81 years. Patients reported that the training sessions within the digital environment were helpful, challenging, fun, and simple to understand, and that they would be willing to repeat the sessions again. The physical therapist that oversaw the patients reported that the training was suitable for 87% (n=26) of the patients. Anticipated adverse events were fatigue, temporary dizziness, and temporary nausea. The operator complications included that the cable of the head-mounted display interrupted the training (n=2, 7%) and fatigue that caused cessation of the VR training session (n=2, 7%). No serious adverse events were reported.

Conclusions: These preliminary results demonstrated that the use of the XRHealth software and Oculus Rift Station platform is feasible, safe, and engaging for patients, and has the potential to improve the functionality of the upper limbs in patients with MS. This study provides support for future studies of implementing a series of training sessions with virtual reality in a home-based environment.

(JMIR Serious Games 2022;10(3):e36288) doi:10.2196/36288
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Introduction

Background
Multiple sclerosis (MS) is a chronic progressing demyelinating disease of the central nervous system [1]. The age at which MS is generally diagnosed is between the ages of 20-40 years, with a higher prevalence in female patients than male patients [2]. MS is the most common nontraumatic neurological disabling disease affecting young adults with an incidence of approximately 1 in 1000 [2], which affects approximately 2.8 million people worldwide (35.9 per 100,000 population) [3].

In patients with MS, upper limb dysfunction is common and occurs in approximately 50% to 76% of patients [4,5]. The presentation of upper limb dysfunction can be variable in patients with a range of physical symptoms presenting as tremor, lack of movement coordination, or muscle weakness [1,6,7]. These symptoms can lead to a decreased quality of life (QoL) due to poor health status, psychological difficulties, depressed mood and cognitive difficulties [8], increased mortality, restriction of activities [9,10], and dependency on others [11]. Some of the most frequent challenges that patients with MS face is dexterity, activities of daily living, and limitations in the upper limbs [12]. Treatment approaches for MS typically involve pharmacological intervention and rehabilitation treatments [13-15].

Symptoms of MS can range from visual impairment; dysarthria and dysphagia; impairment of coordination and balance; ataxia; sensory impairment; and bladder, bowel and sexual dysfunction [1,16-19]. Exercise training for MS and those with upper limb dysfunction has demonstrated significant benefit [20-24] and has been able to mitigate symptoms and decrease dependency on others [15,22,23].

The major reasons for lack of compliance in patients with MS are the inability to access exercise programs because patients live in a rural area or location that lack MS experts that support traditional upper limb exercise programs. Patient transportation and access can be limited due to time commitments, vehicle access, and simply not having the health and physical ability to travel to a hospital for physical rehabilitation. Another major obstacle is the cost of care that is prohibitive for patients. The COVID-19 pandemic has highlighted the need to provide therapy/rehabilitation from a distance, mainly due to travel restrictions, access, and risk of infection [25]. Since rehabilitation can be especially difficult for the patient due to time and physical demands, loss of motivation and compliance often occur; therefore, it is critical to develop innovative new methods to keep patients motivated and improve QoL.

A method to circumvent these challenges and support exercise training in the home of patients and increase physical activity and functionality, thereby improving QoL, is telerehabilitation [26]. Therapy is delivered remotely with telerehabilitation outside traditional hospital settings, providing access to patients who have problems with mobility and travel restrictions. A promising new component is virtual reality (VR) for patients. VR provides a 3D-simulated environment with a computer interacting with a number of electronic accessories that can motivate patients to do repetitive tasks with sensory and visual feedback [27]. The level of immersion with VR may vary, ranging from nonimmersive (eg, video games) to fully immersive, where the user must have proper VR glasses or a head-mounted display such as the HTC Vive or Oculus Rift. There are different ideas on the classification of VR to date, and a classification remains to be standardized between studies [28]. Immersive VR has been applied to psychological therapy for many disorders including posttraumatic stress disorder, borderline personality disorder, schizophrenia, and other psychological disorders [29]. Patients can practice functional tasks such as shopping or crossing the street in a virtual environment [27]. The benefits of VR have been established in multiple applications including pain management and reduction [30-34], mental health support [33-36], and rehabilitation [32]. In MS, the application of VR has improved balance, posture, motor control, coordination, and gait [37-40] as well as improved motor function in the upper limbs [41]. A recent study demonstrated an improvement in manual dexterity for patients with MS using game-based VR video capture training [42]. The controlled environment of immersive VR can lead to improved patient outcomes compared with conventional therapy in different types of motor impairments including hemiparesis caused by Parkinson disease, MS, cerebral palsy, and stroke [28,29,41,43]. Despite the promising results, VR is not widely implemented, resulting in an unmet medical need for a growing patient population.

Currently, XRHealth software is cleared for marketing in the United States by the Food and Drug Administration, Europe (EC certification), and Israel (AMAR). The software along with the Oculus Rift Station guides patients through exercises according to an individualized treatment plan from their medical practitioner. The Oculus Rift station has touch controllers and provides df for the movement inside a virtual environment, which includes high-end tracking of both the head and arm movements with 0.01 degrees in 90 Hz accuracy. Through the combination of the XRHealth software, the Oculus Rift Station, and a clinical therapist, the motion and movement kinetics of a patient can be tracked and provided to a clinician.

Objectives
The objective of this pilot study is to evaluate the combination of the XRHealth software with the Oculus Rift Station for safety and feasibility in patients with MS with upper limb motor dysfunction. The quality of the resulting data from this platform was assessed for optimization and serves as preliminary data for the development and design of future studies for VR training in people with MS.

Methods

Ethics Approval
This is a single-center safety and feasibility study based on a single 45-minute training session. All patients provided informed consent, and institutional review board approval was obtained at the Sheba Medical Center (SMC-5207-18). This study was conducted in the Sheba Multiple Sclerosis Center, Tel-Hashomer, Israel, between 2019 and 2020.
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Patients

Patients were enrolled if they were 18 years or older, had moderate weakness in upper extremity muscles as defined by the British Medical Research Council including those with grade 4 in 2 muscle groups, or British Medical Research Council grade 3 in 1 muscle group. Patients were excluded if they had a hearing impairment, any orthopedic impairment restricting upper limb movements, or any cardiovascular disease preventing aerobic exercise.

VR Training Platform and Device

The intervention involved 2 activities performed once within the VR environment that would require both arm and shoulder movements either while seated (Figure S1A in Multimedia Appendix 1) or standing (Figure S1B in Multimedia Appendix 1) on the setup shown in Figure S1C in Multimedia Appendix 1. This was performed with the Oculus Rift and XRHealth software. The Oculus Rift headset is similar to goggles and, when worn, allows the patient to look in any direction naturally as if in the real world. In the Oculus Rift headset, there is a tracker that constantly analyzes head movement, allowing a clinician to make adjustments for the patient in real time [44]. The XRHealth software platform has three main components: a central console, a data portal, and a control panel. In the central console, a range of different motor, cognitive, and mental experiences in the form of games and exercises can be selected and serves as a “home environment” for all XRHealth applications. The data portal is a Health Insurance Portability and Accountability Act–compliant web-based platform that clinicians can use to track and analyze data from patients, and offers longitudinal data about patient performance and progress. The VR experience can be viewed and adjusted remotely and in real time by the clinician, and is supported by the control panel.

All assessments were overseen by a physical therapist with 2 years of experience in neurohabilitation. The first activity was an active shoulder range of motion (ROM) application called “Balloon Blast.” In this VR environment, the patient uses both hands and is prompted to pop balloons with a swipe of a sword (Figure S2A in Multimedia Appendix 1). The area of shoulder activity is determined with an active ROM measurement (Figure S2B and C in Multimedia Appendix 1). After a 5-minute rest period, the patient performed the second activity, which is a motor cognitive training environment called “Color Match.” Patients wear different colored virtual gloves on both hands and are then prompted to hit light bulbs with the hand that matches the bulb color (Figure S2D in Multimedia Appendix 1). The initial settings of the “Color Match” VR environment were set to a medium level for all patients and adjusted according to the patient’s capabilities. Medium level was defined as 3.6 seconds between the moment the light turns on and then turns off for the patient to act.

Outcome Measures for Safety and Feasibility

Each patient answered 4 questionnaires for the assessment (Supplemental 1 in Multimedia Appendix 1), and the physical therapist who oversaw the session also completed a questionnaire (Supplemental 2 in Multimedia Appendix 1). The lowest score was 1 and the highest was 4. Patient answers were averaged together for a final result. Patient questionnaires aimed to evaluate patient experience in relation to the VR platform for optimization and to inform the design of future studies. Questions included patient assessment on the level of difficulty, physical effects such as fatigue, engagement, and suitability of the VR training session.

Results

Patient Characteristics

A total of 30 patients with MS with upper limb motor dysfunction were enrolled and completed the training. Of those, 50% (n=15) were female patients, the mean age was 50.8 (range 20.3-81.2) years, and the mean Expanded Disability Status Scale score was 5.4 (Table 1).

Table 1. Patient demographic and clinical characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Patients (N=30), n (%)</th>
<th>Value</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>N/A</td>
<td>50.74</td>
<td>13.6</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>15 (50)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Multiple sclerosis type, n (%)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Primary progressive multiple sclerosis</td>
<td>3 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinically isolated syndrome</td>
<td>3 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relapsing and remitting multiple sclerosis</td>
<td>14 (47)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary progressive multiple sclerosis</td>
<td>10 (33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disease duration (years)</td>
<td>N/A</td>
<td>18.6</td>
<td>12.8</td>
</tr>
<tr>
<td>Expanded Disability Status Scale</td>
<td>N/A</td>
<td>5.4</td>
<td>1.7</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
Patient Satisfaction

Patients reported in the questionnaires that the “Balloon Blast” activity was fun (mean 3.73, SD 0.52), simple to understand (mean 3.67, SD 0.71), simple to perform (mean 3.43, SD 0.86), challenging (mean 3.10, SD 1.03), and a task that they would repeat (mean 3.63, SD 0.72; Figure 1A). In the “Color Match” activity, patients reported that the activity was fun (mean 3.47, SD 0.78), simple to understand (mean 3.60, SD 0.72), simple to perform (mean 3.53, SD 0.73), challenging (mean 3.17, SD 1.02), and a task that they would repeat (mean 3.40, SD 0.97; Figure 1A).

Figure 1. Questionnaire results: (A) self-reported satisfaction questionnaire average, (B) the overall VR experience reported by patients, and (C) statements about the session and levels of patient agreement. VR: virtual reality.

For overall VR experience satisfaction, patients reported that during the VR training session they felt physical exertion (mean 2.3, SD 1.09) and cognitive exertion (mean 2.5, SD 1.04), and that the training was focused (mean 3.2, SD 0.89; Figure 1B). Using the same scoring system, patients reported high levels of agreement with the following statements: practicing in a form of a digital environment activity is appropriate for me (mean 3.63, SD 0.61); practicing in VR allowed me to focus on the training without distractions (mean 3.70, SD 0.53); I was interested in the information that was presented to me after the VR training session (mean 2.8, SD 1.06); the information that was presented to me after the VR training session gave me added value on my condition (mean 2.8, SD 1.07); using this tool at home will help me adhere to practicing over time (mean 2.6, SD 1.07); if I had a tracking tool on my cognitive condition based on VR, I would like to use it at home (mean 1.57, SD 0.77), and temporary nausea (mean 1.17, SD 0.46). Of the patients that reported fatigue, 6 patients experienced light fatigue, 9 patients reported moderate fatigue, and 1 patient reported severe fatigue resulting in a score of 1. Of those that reported dizziness, 7 patients reported light dizziness and 4 patients reported moderate dizziness. In patients that reported nausea, 3 patients reported light nausea and 1 reported moderate nausea. No other unanticipated AEs were reported. There were no serious AEs. All the AEs reported were resolved within a short period of time.

Discussion

Principal Results

Overall, patients found the VR environment training session helpful and would be willing to do more. The physical therapist determined that the session was suitable for people with MS. Physical exercise therapy for patients with MS is critical in maintaining movement, mental health, and the ability to be self-sufficient [21]. This study supports moving the platform into a home-based environment, which reduces the financial and travel burden on patients while also improving health and QoL [45-48]. Furthermore, the VR digital environment is a simple patient interface in which patients reported the programs to be engaging, challenging, simple, and fun. Patients had minimal risk, and the activities were safe and tolerable. There

Safety

Reported intraoperative complications included that the cable of the head-mounted display interrupted the training (n=2, 7%) and fatigue that caused cessation of the VR training session (n=2, 7%). There were no other intraoperative complications reported. Anticipated adverse events (AEs) according to a 4-point Likert scale were fatigue (mean 1.9, SD 0.96), temporary dizziness (mean 1.57, SD 0.77), and temporary nausea (mean 1.17, SD 0.46).
were no serious AEs, and those that were reported were temporary. The XRHealth platform is performed under medical supervision during training and allows the physical therapist to modify several parameters during a session that meets the specific needs of the patient. The types of assessments that can be performed include ROM, action time, response time, and omission and commission mistakes collected during a single 45-minute training session, which is then output as a graph by the XR software (Figure S2E in Multimedia Appendix 1). The ability to involve a clinician and obtain a number of data points to determine outcomes while patients are receiving care in a digital environment are substantial benefits.

Limitations
This study is not without limitations. First, the study did not include standard measures of upper limb function or manual dexterity. In addition, future adaptations could use the standardized System Usability Scale rather than the customized questionnaire used in this study based on similar publications in the field. Furthermore, this was a small study with a single VR training session. Future larger studies are needed to investigate whether scores derived from the VR system correlate with clinical upper limb measures in people with MS and other populations with central neurological damage such as stroke or Parkinson disease. A larger and longer study with more sessions would provide the efficacy data needed to support the use of a VR environment for physical therapy in people with MS.

Comparison With Prior Work
The use of VR technology has revealed improvements in the clinic for patients with upper limb dysfunction and stroke [49,50], and has also demonstrated benefit and favorable results in improving gait impairments and balance in people with MS [51]. Early research in 2006 examining the efficacy of VR showed improvements in gait control for patients with MS [52]. A small study of 5 patients with MS showed that VR plus passive robotic support yielded improved upper limb function and was well tolerated [53]. In 2015, another study of 30 people with MS demonstrated that VR had significant improvement in overall stability after 24 sessions [38]. There are few prior studies, and it is unclear if the use of VR training in people with MS can improve the QoL status, although these studies show a positive trend in assisting people with MS. Currently, the use of VR is limited in the clinic for patients with MS despite preliminary successes. The XRHealth platform therefore has the ability to bring this technology to a broader patient population.

At this time, there are small ongoing randomized controlled trials (RCTs) integrating VR into MS therapy for upper limb dysfunction. These include the Telerehabilitation and Multiple Sclerosis (TEAMS) pilot RCT (ClinicalTrials.gov NCT04032431) comparing conventional therapy to a home-based telerehabilitation VR program [54], a single-blinded RCT using serious games for upper limb rehabilitation (ClinicalTrials.gov NCT04171908) [42], and a randomized interventional study adding game-based VR exercises to conventional physiotherapy (ClinicalTrials.gov NCT04212689) [55]. This pilot study contributes to these studies in support of integrating VR for rehabilitation of people with MS with upper limb dysfunction.

Conclusions
In conclusion, the XRHealth medical solution of a VR digital environment and Oculus Rift platform is a feasible and safe training system for upper limb training in people with MS. These findings pave the way for future RCTs to examine the benefits of the XRHealth VR training compared with standard care to improve functionality of the upper limbs in people with MS. Additionally, it would be noteworthy to compare VR training at a clinical facility compared to VR training telehealth, both monitored by a physical therapist. Finally, future research should examine the psychometric values of the outcome measures produced by the XRHealth platform in patients with upper limb dysfunctions.
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Abstract

Background: A growing number of stroke survivors are left with little to no rehabilitation services upon discharge from stroke rehabilitation, although arm deficits may persist or develop from disuse once rehabilitation services have ceased. Virtual reality (VR)–based rehabilitation, combined with new technologies such as telerehabilitation, including serious games using VR environments that encourage users to practice functional movements from home with minimal supervision, may have an important role to play in optimizing and maintaining upper extremity (UE) function.

Objective: The primary objective of this study is to determine the extent to which a 1-month intervention using a VR-based serious game is effective in improving UE function compared with an evidence-based home exercise program. A secondary objective is to assess the feasibility of implementing the intervention for chronic stroke rehabilitation in participants’ homes.

Methods: A total of 51 chronic stroke participants were randomized to treatment (n=26, 51%; Jintronix system) or standard care (n=25, 49%; standardized Graded Repetitive Arm Supplementary Program kit home program) groups. The participants were evaluated at baseline (before), immediately after the intervention (after), and at follow-up (4 weeks). The primary outcome measure was the Fugl-Meyer Assessment for UE (FMA-UE). Secondary outcome measures included the Stroke Impact Scale and an abridged version of the Motor Activity Log-14. Self-reported number of sessions was logged for the standard care group.

Results: No statistically significant differences between groups were found across measures. Overall time effects were found for the FMA-UE (P=.045), specifically between preintervention and postintervention time points for both groups (P=.03). A total of 9 participants in the treatment group reached or surpassed the minimal clinically important difference in scores for the FMA-UE, with 7 (78%) of them having baseline low or moderate arm function, compared with 3 (33%) participants in the standard care group. Furthermore, 56% (9/16) of the participants in the treatment group who actively engaged with the system reached the minimal clinically important difference for the FMA-UE, compared with none for the 0% (0/10) less-active participants.

Conclusions: These findings suggest that UE training for chronic stroke survivors using virtual rehabilitation in their home may be as effective as a gold standard home exercise program and that those who used the system the most achieved the greatest improvement in UE function, indicating its relevance to being included as part of ongoing rehabilitation services.

Trial Registration: ClinicalTrials.gov NCT02491203; https://clinicaltrials.gov/ct2/show/NCT02491203
International Registered Report Identifier (IRRID): RR2-10.1016/j.cct.2015.12.006

doi:10.2196/37506
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rehabilitation; serious game; stroke; telerehabilitation; upper extremity; virtual reality–based rehabilitation; virtual reality; virtual care

Introduction

Background

As of 2019, there were over 400,000 stroke survivors in Canada alone, a number that is projected to double by 2040 [1]. Hemiplegia, or weakness of one side of the body, can often translate into loss of upper extremity (UE) function. Unfortunately, the rate of full recovery of the affected arm was found to be only approximately 40%, especially in more severe cases [2]. Furthermore, recent trends in health care delivery often result in a shorter length of stay for an increasing number of stroke survivors, in spite of persistent functional deficits [3]. Outpatient or home care services may provide some rehabilitation care for a short time after stroke, but they are limited by long distances to and from home, high travel costs, and limited availability of caregivers [4].

The Canadian Stroke Best Practices Recommendations, updated in 2019, provide guidance for the provision of rehabilitation services [1]. On the basis of the evaluation of a stroke survivor’s arm function, early treatment and individualized therapies of appropriate intensity and duration are recommended to optimize recovery in an inpatient clinical setting or on an outpatient basis, including during the chronic phase of stroke recovery. Providing intensive, meaningful, task-specific exercises to restore sensorimotor function is an important component of the recommended rehabilitation interventions, including traditional as well as more recent approaches, such as constraint-induced movement therapy and virtual reality (VR). VR provides an opportunity for the person to engage in repetitive movements and has been recognized as a valid complement to standard therapy [1].

The potential benefits of applying VR technology in physical rehabilitation notwithstanding, it is still unclear what therapy dosage levels are required to achieve optimal recovery, especially when considering factors such as time since stroke and severity of motor deficits. Dosage can be measured according to 3 distinct parameters: frequency, or number of exercise sessions per week; duration, or the period over which therapy is delivered; and number of repetitions, or time spent in active therapy, with an emphasis on the practice of challenging rather than overlearned tasks [5]. A study using motor learning methods as experimental interventions, observed statistically significant improvements in arm function after 300 hours of arm therapy practice over a 12-week period [6]. Furthermore, it would seem that the right combination of sufficiently high dosage and intensity training may be key to maintaining UE gains over the long term [7].

The provision of remote rehabilitation solutions has varied greatly over the years in their levels of technological sophistication, whether through simple telephone communications or more complex videoconferencing solutions and finally toward the more recent development of sensor and remote monitoring technologies that enable web-based applications to be deployed in the home [8]. Telehealth is an emerging technology that enables remote communication between patients and health professionals across health care fields, such as physical rehabilitation [9]. Communication can occur in real time through secure web-based platforms, allowing for face-to-face meetings. It may also occur asynchronously with therapists and patients logging onto platforms at different times to exchange relevant information. Telerehabilitation—or telehealth in the context of rehabilitation—could increase access to rehabilitation services by allowing for the remote supervision of patients who would otherwise be ineligible for or unable to access rehabilitation services following discharge. A systematic review of studies on motor recovery after a stroke suggests that interventions via telerehabilitation can be as effective as conventional in-person therapy [10].

As a complement to telerehabilitation, novel clinically oriented video gaming consoles, often referred to as serious games, are becoming increasingly accessibly in health care settings. VR-based rehabilitation is increasingly accepted in the clinic and setting for engaging patients to perform exercises and tasks repeated many times, which is the main principle of practice in standard care after stroke UE rehabilitation [11]. Older, widely available commercial platforms such as the Nintendo Wii gaming console were designed to physically engage the user in sport-like activities. A literature review examining the feasibility and effectiveness of commercial gaming consoles found that all 10 studies using Nintendo Wii as an intervention program showed gains in functional UE measures [12]. This promising finding suggests that Nintendo Wii and other similar VR-based serious games could be used to support recovery efforts in the clinical setting, although it remains to be verified whether their role can go beyond serving as adjuncts to standard therapy [13]. Not all VR serious game systems are equipped with a telehealth feature enabling participants to communicate remotely with a therapist; those that do provide a unique opportunity to customize rehabilitation interventions.

The Jintronix (Jintronix Inc) gaming console was designed to engage stroke survivors to recover lost UE function through a series of interactive games that encourage repetitive arm movements. A pilot study using the Jintronix system in a 2-arm randomized clinical trial with an acute poststroke clientele concluded that the VR gaming console was safe and feasible in its capacity to complement traditional therapy [14]. A meta-analysis concluded that similar home-based telerehabilitation approaches were as feasible as usual care [15]. Other studies using home-based interventions have reported modest UE gains in chronic poststroke clientele [16,17].

Objectives

First conceived as a support tool for stroke survivors, the Jintronix system presents itself as a promising tool to allow poststroke patients to pursue their UE rehabilitation, but who are no longer receiving standard care in the months or years since their discharge. At the onset of our study, no previous
studies have investigated the use of the Jintronix system as a remotely supervised home-based program for UE rehabilitation in chronic poststroke clientele. Therefore, the primary aim of this study was to assess the efficacy of a month-long home-based Jintronix system intervention in promoting UE functional recovery in chronic poststroke patients no longer receiving rehabilitation services. In line with the home-based nature of the intervention, as a secondary aim, we examined the feasibility of implementing the system in the homes of chronic stroke survivors.

**Methods**

**Study Design**

A single-blind (evaluator-blinded) parallel, 2-arm randomized controlled trial with a before, after, and follow-up design was used for this study in a chronic stroke population [18].

**Ethical Considerations**

This study was granted ethics board approval by the Research Ethics Board of the Centre for Interdisciplinary Research in Rehabilitation of Greater Montreal (CRIR-937-0214). All participants provided informed consent before participating in the study.

**Recruitment**

A block randomization strategy with a block size of 6 using a random number generator was carried out by the study coordinator to randomly allocate participants into 1 of 2 distinct intervention groups. Sealed envelopes containing the group’s identity were sequentially numbered according to initial randomization by block order. Allocation was performed previously but only revealed following the first in-person evaluation by the study coordinator (participants could not be blinded to the group assignation). Each intervention consisted of a 4-week long program, which was broken down as follows:

1. **Treatment:** home-based exercise program via the Jintronix system monitored offline by a therapist.
2. **Standard care:** home-based exercise program manual (Graded Repetitive Arm Supplementary Program [GRASP]) provided by a therapist without further supervision.

**Textbox 1. Participant inclusion and exclusion criteria.**

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>First-time stroke having occurred &gt;6 months earlier</td>
<td>Insufficient motor control to move the avatar onscreen</td>
</tr>
<tr>
<td>Having residual mild to moderate upper extremity (UE) impairments with a 2 to 6 score on the Chedoke-McMaster arm component (a quick screening tool used to ensure an adequate level of movement for the program) [19]</td>
<td>Visual or auditory deficit</td>
</tr>
<tr>
<td>No longer receiving rehabilitation services</td>
<td>Inability to understand simple verbal instructions</td>
</tr>
<tr>
<td></td>
<td>Insufficient sitting balance</td>
</tr>
<tr>
<td></td>
<td>Shoulder pain or pre-existing UE impairment limiting arm movement</td>
</tr>
</tbody>
</table>

**Home-Based Intervention**

The Jintronix system—composed of the Jintronix software installed on a computer, a large screen, and a Microsoft Kinect depth-detecting infrared sensor camera—was connected to the web via the participant’s internet service provider, or through an internet key we provided if no service was installed. The Kinect camera tracks limb movements within a 3-meter range in 3D space without the need for a handheld controller. Data extracted by the camera are transferred in real time to the Jintronix software, which outputs a display of an avatar onscreen reflecting the user’s movements. For example, the kitchen activity invites the user to reach a target placed in a virtual 3D kitchen setting; another activity requires bilateral movements of the arms to catch, carry, and drop objects in a 2D plane (Figure 1). The purpose of the system was to engage participants in repeated unilateral and bilateral UE movements to achieve satisfactory game scores needed to progress through the difficulty levels. User performance statistics such as movement speed and accuracy as well as overall game score could be accessed from the company servers.
Participants randomized into the treatment group first set up a short meeting with a trained physiotherapist who provided them with a brief tutorial on the use of the Jintronix system and later set up a time with a technician to schedule the system’s home installation. Participants were recommended to follow the program 5 times a week for ≥20 minutes per session. Taking into account the baseline level of UE function, the therapist custom tailored a simple program for each participant. Program progress was remotely monitored through the Jintronix system once to twice a week, and the level of difficulty, speed, and trajectories of arm movements were remotely and asynchronously adjusted by the therapist to maintain an optimal challenge according to the participant’s UE improvement throughout the intervention.

The standard care group participants were provided with a manual for a standardized exercise program, the GRASP. The GRASP has been found to be effective as a supplement to ongoing UE rehabilitation during subacute stroke [20] or as a treatment alternative for discharged chronic stroke patients [21]. No therapists supervised participants’ progress in the standard care group. A meeting was arranged with each participant before beginning of intervention to cover the components of the program. Participants were encouraged to engage in the program as many times a week as possible. Participants self-reported the number of sessions completed at the end of the 4 weeks. Although the GRASP program may have shared some similarities with the treatment (Jintronix system) program, such as promoting a variety of movements of the elbow joint, it also promoted wrist joint and hand dexterity exercises that were not included in the treatment program. Above all, a significant difference between the 2 groups lay in the provision of the program content: the treatment group program provided a very interactive visual and auditory experience, whereas the standard care group program provided the user with a simple manual in booklet form, as is often provided in outpatient care.

Outcome Measures

Baseline demographics were collected for all participants on their first visit. A total of 3 clinical efficacy outcome measures were selected to assess functional changes in the upper limb. The primary clinical outcome measure consisted of the Fugl-Meyer Assessment for UE (FMA-UE), which quantifies UE impairment after stroke. A gold standard in clinical practice, it has high interrater reliability and content validity [22] and is widely used across a range of clinical studies targeting poststroke recovery [23]. The Stroke Impact Scale (SIS; SIS 3.0; along with its individual Strength, activities of daily living [ADL], Mobility, and Hand Function components) and the Motor Activity Log (MAL; MAL-14, abridged 14-question version) were used as secondary outcome measures to self-assess quality of life and the use of the impaired arm in ADL, respectively. Both outcomes were chosen for their strong internal consistency and test-retest reliability [24,25].

To assess the feasibility of implementing the Jintronix system at home, several variables were collected, among which are the following: time of home installation, number of sessions throughout the 4-week intervention period, total time spent on the program, pain and fatigue indicators, and episodes of dizziness or falls.

Evaluations using these clinical outcome measures were carried out at baseline (before), after the intervention (after), and at 4-week follow-up (follow-up). Evaluators were blinded to participant group allocation and were not involved in the interventions.
Statistical Analysis

Overview

Demographic variables exhibiting normal data distribution were represented by their means and SDs. Median and IQRs were used when describing data that were not normally distributed. Unlike the mean, the median is more robust against the effect of potential outliers in overall as well as subgroup analyses [26]. Effects were tested against a significance level of Cronbach $\alpha = .05$. When available, the minimal clinically important difference (MCID) was used as a cutoff to determine clinically meaningful differences.

Normality of outcome distributions was assessed using the Kolmogorov-Smirnov test ($P > .05$ for normality) to investigate further differences in the groups. Either 2-sample $t$ tests or Wilcoxon 2-sample tests were conducted depending on the normal or nonparametric nature of the distributions, respectively.

Clinical data collected from onsite assessments as well as data recorded from the Jintronix system were stored in a secure database REDCap (Research Electronic Data Capture; Vanderbilt University). Statistical analyses were carried out using the SAS 9.4 (SAS Institute) software package.

Sample Size

A sample size of 26 participants per group was determined using G*Power, assuming a medium effect size of 0.2, accounting for a 20% attrition rate, and setting the Cronbach $\alpha$ to 0.05 and the power to 0.8.

Modeling

A mixed model paradigm with a compound symmetry structure was used to model the analyses. The group and time variables were set as factors to account for between-participant and within-participant differences. An adjustment for baseline differences in variables such as participant age and arm function at the onset of participation was performed to correct for improprieties in baseline characteristics from the observed data, thus making the compared groups more homogeneous.

Subgrouping Analyses

The baseline FMA-UE score was chosen as a subgroup factor to further explore its role in participant improvement across outcome measures. The FMA-UE cutoff scores were used to define the factor’s 3 levels: low, moderate, and high function. The choice of cutoff scores was based on previous studies examining the FMA-UE as a factor [27,28]. Similarly, to further explore efficacy, active playing time was used to create a 2-level factor to categorize treatment group participants around the 400-minute cutoff time, as recommendations were for participants to engage in five 20-minute sessions per week (totaling 400 minutes for the entirety of the 4-week program).

Results

Participant Demographics

A total of 53 chronic poststroke individuals consented to participate in this study. Of the 53 participants, 2 (4%) withdrew following consent and randomization into the standard care group, with reasons cited being loss of motivation or fatigue; 51 participants completed the study ($n=26$, 51% and $n=25$, 49% for the treatment and standard care groups, respectively). A participant enrollment flow diagram is presented in Figure 2.

In total, 27% (14/51) of the participants were female, with group ratios differing slightly (9/26, 35% for treatment and 5/25, 20% for standard care). Mean participant age was 59.8 (SD 13.1) years for treatment and 56.7 (SD 11.2) years for standard care. Median time since stroke was 63 months (IQR 5.3 years) and 53 months (IQR 4.4 years) for the treatment and standard care groups, respectively. There were no statistically significant differences between groups for the list of relevant participant demographics, as outlined in Table 1.
**Table 1.** Participant demographics at baseline (before the intervention).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Treatment (n=26)</th>
<th>Standard care (n=25)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>59.8 (13.1)</td>
<td>56.7 (11.2)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>17 (65)</td>
<td>20 (80)</td>
</tr>
<tr>
<td><strong>Stroke type, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ischemic</td>
<td>14 (54)</td>
<td>10 (40)</td>
</tr>
<tr>
<td>Hemorrhagic</td>
<td>7 (27)</td>
<td>7 (28)</td>
</tr>
<tr>
<td>Unknown</td>
<td>5 (19)</td>
<td>8 (32)</td>
</tr>
<tr>
<td><strong>Handedness, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left</td>
<td>2 (8)</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Right</td>
<td>23 (88)</td>
<td>22 (88)</td>
</tr>
<tr>
<td>Ambidextrous</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Time since stroke, median (IQR)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In years</td>
<td>5.3 (1.5-8.1)</td>
<td>4.4 (2.2-7.4)</td>
</tr>
<tr>
<td>In months</td>
<td>63 (18-97)</td>
<td>53 (26-89)</td>
</tr>
<tr>
<td>Montreal Cognitive Assessment score, median (IQR)</td>
<td>25 (20-27)</td>
<td>25 (24-27)</td>
</tr>
<tr>
<td>Chedoke-McMaster score, median (IQR)</td>
<td>4 (3-5)</td>
<td>4 (3-5)</td>
</tr>
<tr>
<td>Fugl-Meyer Assessment for upper-extremity score, median (IQR)</td>
<td>30 (17-52)</td>
<td>38 (22-55)</td>
</tr>
</tbody>
</table>

**Overall Group Analyses**

Mixed model analysis (adjusted for baseline differences) revealed no overall statistically significant differences between groups across all outcome measures (Table 2). However, there was a significant time effect for the FMA-UE ($P=.046$) and SIS-total ($P=.048$) outcome measures. In particular, for the FMA-UE, a significant time effect was observed in the before to after periods ($P=.03$) but not for the other periods, including between after and follow-up (and before and follow-up). Although the FMA-UE trended toward better scores between before and after periods ($P=.08$), no group-by-time interactions were found to be statistically significant across any of the measures.

**Table 2.** Mixed models results across outcome measures by effect type.

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>Group</th>
<th>Time</th>
<th>Groupertime</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F test (df)</td>
<td>P value</td>
<td>F test (df)</td>
</tr>
<tr>
<td>Fugl-Meyer Assessment for upper extremity</td>
<td>1.50 (34)</td>
<td>.23</td>
<td>3.19 (86)</td>
</tr>
<tr>
<td><strong>Motor Activity Log</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amount</td>
<td>0 (34)</td>
<td>.98</td>
<td>.30 (86)</td>
</tr>
<tr>
<td>Quality</td>
<td>0 (34)</td>
<td>.99</td>
<td>1.00 (86)</td>
</tr>
<tr>
<td><strong>Stroke Impact Scale</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strength</td>
<td>1.81 (32)</td>
<td>.19</td>
<td>1.89 (80)</td>
</tr>
<tr>
<td>Activities of daily living</td>
<td>0.84 (32)</td>
<td>.37</td>
<td>0.94 (78)</td>
</tr>
<tr>
<td>Mobility</td>
<td>0.80 (34)</td>
<td>.38</td>
<td>1.67 (85)</td>
</tr>
<tr>
<td>Hand function</td>
<td>0.48 (34)</td>
<td>.49</td>
<td>0.94 (86)</td>
</tr>
<tr>
<td>Total</td>
<td>0.09 (27)</td>
<td>.76</td>
<td>3.17 (72)</td>
</tr>
</tbody>
</table>

Outcome measure distributions were mostly observed to exhibit nonnormal distributions, with the exceptions of SIS-ADL and SIS-mobility, which were normally distributed ($P=.15$ and $P=.12$, respectively). The 2-sample Wilcoxon tests revealed no statistically significant differences between groups across time points (before, after, and follow-up). No significant differences were observed in the results of the 2-sample t tests carried out on the SIS-ADL and SIS-mobility measures.

The groups’ median FMA-UE scores over time are shown in Figure 3 (left-hand side). The upward trend between the before
and after time points tends to corroborate the significant time effects identified. Gains obtained by the treatment group after the intervention were no longer seen at follow-up, as seen in Figure 3 (right-hand side).

**Figure 3.** Left: median Fugl-Meyer Assessment for upper-extremity (FMA-UE) score over time by group; right: by group and baseline arm function.

### Subgroup Analysis by Baseline FMA-UE

Mixed model analyses using baseline FMA-UE as a subgroup factor revealed a statistically significant difference between groups for the SIS-strength measure, but only for the high-function subcohort ($P=.046$). Post hoc analyses of SIS-strength scores after the intervention revealed a significant difference between the groups ($P=.008$). However, no statistical differences were found at the follow-up. No other SIS component measure (ADL, mobility, or hand function) produced significant differences between groups or within the subgroup analyses.

The groups’ median FMA-UE scores per baseline FMA-UE are shown in Figure 3 (right side). Although the differences were not statistically significant, an 11-point change in the median FMA-UE score was observed before and after the intervention for the treatment with the moderate FMA-UE subgroup (n=9 participants). This was the only subgroup that surpassed the 5-point MCID for the FMA-UE measure.

The number and proportion of participants across both groups that either reached or surpassed the MCID threshold (positive 5-point FMA-UE change in score) are displayed in Table 3. Nearly half of the participants (7/17, 41%) in the low- and moderate-function subcohort from the treatment group reached the MCID, whereas approximately a fifth of the participants (3/15, 20%) were observed for the same subcohort from the standard care group. Overall, 35% (9/26) of the treatment group participants achieved scores at or above the MCID, a little under double the ratio seen in standard care participants (5/25, 20%), although a chi-square analysis did not support these rates as statistically significant ($P=.32$).

### Table 3. Number of participants having reached or surpassed the minimal clinically important difference (MCID) on the Fugl-Meyer Assessment for upper extremity (FMA-UE) after intervention, according to group and baseline arm function. Number and proportion of treatment group participants having reached or surpassed the MCID on the FMA-UE after the intervention, by levels of gameplay time and baseline arm function.

<table>
<thead>
<tr>
<th>Group</th>
<th>Baseline FMA-UE arm function level, MCID/n, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
</tr>
<tr>
<td>Treatment</td>
<td>3/8, 38</td>
</tr>
<tr>
<td>Standard care</td>
<td>1/4, 25</td>
</tr>
<tr>
<td>&lt;400 minutes</td>
<td>0/4, 0</td>
</tr>
<tr>
<td>&gt;400 minutes</td>
<td>3/4, 75</td>
</tr>
</tbody>
</table>

aMCID/n: ratio of participants reaching MCID on total subgroup number.
bRatio percentage.

### Intervention Group Feasibility and Efficacy

The key descriptive feasibility and efficacy findings for the treatment group participants are shown in Table 4. The standard care group participants engaged in the GRASP program for a median of 12 (self-reported) sessions over 4 weeks, with 50% (11/22) of participants ranging between 8 and 16 sessions. Participants in the treatment group engaged with the Jintronix
system for a median of 21.5 sessions and invested a total duration of 527 minutes (with 13/26, 50% of participants ranging between 310 and 673 minutes). Of particular note were participants in the treatment group with moderate arm function: they tended to spend more time exercising (median 652 minutes) compared with the low and high functional participants. In addition, the more active participants gained a median of 5.5 points in their FMA-UE scores compared with 0 for the less-active participants and 1 for the standard care group.

Table 4. Treatment group participant statistics following a 4-week intervention.

<table>
<thead>
<tr>
<th></th>
<th>Population size, N (IQR)</th>
<th>Number of sessions, median (IQR)</th>
<th>Time (minutes), median (IQR)</th>
<th>Change in Fugl-Meyer Assessment for upper extremity, median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard care</td>
<td>22b</td>
<td>12 (8 to 16)</td>
<td>N/Ac</td>
<td>1 (~2 to 4)</td>
</tr>
<tr>
<td>Treatment</td>
<td>26</td>
<td>21.5 (16 to 27)</td>
<td>527 (310 to 673)</td>
<td>2 (0 to 6.8)</td>
</tr>
<tr>
<td>By Fugl-Meyer Assessment for upper-extremity level</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>8</td>
<td>19 (16 to 22)</td>
<td>431 (237 to 660)</td>
<td>3 (0.5 to 6.8)</td>
</tr>
<tr>
<td>Moderate</td>
<td>9</td>
<td>26 (22 to 30)</td>
<td>652 (479 to 864)</td>
<td>2 (0 to 9)</td>
</tr>
<tr>
<td>High</td>
<td>9</td>
<td>21 (13 to 27)</td>
<td>468 (287 to 570)</td>
<td>0 (~1 to 3)</td>
</tr>
<tr>
<td>By total duration</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;400 minutes</td>
<td>10</td>
<td>15 (11.5 to 16.8)</td>
<td>269 (152 to 317)</td>
<td>0 (~1 to 2.8)</td>
</tr>
<tr>
<td>&gt;400 minutes</td>
<td>16</td>
<td>26.5 (22 to 30.5)</td>
<td>648 (561 to 855)</td>
<td>5.5 (0 to 9)</td>
</tr>
</tbody>
</table>

aIQR expressed as (25th percentile-75th percentile).
bData available for 22 of the 25 standard care group participants.
cN/A: not applicable.

The installation time on the Jintronix system at home ranged between 15 and 40 minutes. Participants in the treatment group reported median fatigue and pain scores of 3.3 and 1.8, respectively, both rated on a 10-point scale (with 10 representing the maximum). No adverse events, such as falls or episodes of dizziness, were reported by any participant. Two participants reported difficulties with the technology, primarily related to controlling the mouse and navigating the gaming interface.

The median change in FMA-UE score after the intervention is shown along a continuum of baseline arm function levels (Figure 4). A downward trend can be observed in the FMA-UE gains as the baseline arm function increased for the more active subgroup (diagonal patterned bars). Of note are the participants whose arm function were either low or moderate; both subgroups achieved a median of 7 or higher increase in the FMA-UE (above the 5-point MCID). By contrast, the dark bars suggest that participants having invested less than the recommended dosage tended to produce little or no gains regardless of baseline arm function. Despite the visual trends displayed in Figure 4, the differences were not statistically significant ($P=.08$ for the low function subgroup and $P=.55$ and $P=.27$ for the moderate and high subgroups, respectively).

Figure 4. Change in median Fugl-Meyer Assessment for upper-extremity (FMA-UE) score after intervention for treatment group participants; by baseline arm function and level of gameplay duration. MCID: minimal clinically important difference.
Interestingly, none of the 10 less-active participants achieved the 5-point FMA-UE, which indicates a clinically important change, whereas 56% (9/16) of more active participants achieved significant gains in arm function (Table 3).

**Discussion**

**Principal Findings**

Within the context of this randomized controlled trial, we examined the efficacy and feasibility of a noninvasive VR-based rehabilitation serious game for UE training with a chronic poststroke clientele no longer receiving rehabilitation services. Participants in both the treatment and standard care groups were able to successfully engage in their assigned interventions. After accounting for baseline differences across participant characteristics, no statistically significant differences were found between groups across all outcome measures. However, both groups showed statistically significant improvements in the FMA-UE and SIS outcome measures over time, particularly between the periods before and after the interventions. Therefore, the program based on the Jintronix system was noninferior compared with the standardized GRASP program in improving UE function. All participants remained within the group to which they were assigned, thereby respecting the intention-to-treat principle, although not all participants achieved the recommended dosage. Therefore, further subgroup analyses were conducted to better understand the dosage administered to the treatment group.

**Amount of Time Played Makes a Difference**

The more active treatment group participants improved on their FMA-UE scores by a median of 5.5 points, whereas their less-active counterparts gained a 0-point median change in score. Treatment group participants lost most gains acquired on the month following the end of intervention. Similar observations were noted in studies conducting UE treatment programs with chronic poststroke patients [29,30].

Findings from within the treatment group suggest that participants having invested more time engaging in the activity (Figure 4) seem to confirm that “the more one puts into one’s recovery, the more one gets out of it” [31]. This appears to hold true for both low and moderate FMA-UE subcohorts but less so for the high FMA-UE subcohort.

In addition to the amount of time spent exercising, there were important differences between programs that included more games conducive to repetitive movements of the shoulder and elbow joints by the Jintronix system, whereas the GRASP program included a considerable focus on wrist and finger movements. Therefore, the amount of time cannot be isolated from the rest of the intervention itself. However, the results of this study support those of previous studies which found that game-based rehabilitation systems could spark a greater interest in the participant, which could make it easier to spend more time on a program than usual care [32].

**Baseline Function Plays a Role in the Rate of Recovery**

Subgrouping participants by level of arm function showed a trend toward differences in group scores in the moderate FMA-UE cohort (Figure 3), with an 11-point median FMA-UE score difference between groups (statistically nonsignificant). The data observed suggest minimal clinically meaningful changes in the treatment group. However, higher-functioning poststroke participants may have greater difficulty in obtaining greater gains, in part perhaps due to the ceiling effect of the outcome measure. A better understanding of the relationship between high function and the extent of improvement would be worthy of further exploration to best determine dosage. In spite of the clinical measure’s demonstrated content validity and reliability, the baseline FMA-UE score may be less responsive to change when it is already high to begin with [33]. Participants with low baseline FMA-UE had smaller gains than moderately functional stroke survivors but greater gains than the higher-functioning participants.

Kinematic measures could fill in the gaps where established clinical measures fail to detect changes. Rather than only quantifying functional improvement using a MCID threshold, a more nuanced approach could be envisioned for participants at the higher and lower ends of the UE functional spectrum. This could be implemented via wearable sensors or robot-mediated consoles, which measure variables such as the speed of movement, range of motion, and path smoothness [34]. Some studies have found significant correlations between kinematic measures and the FMA-UE, although they caution against substituting out established clinical measures [35]. A meta-analysis concluded that kinematic measures can be good complements to clinical outcome measures as they are apt for detecting smaller improvements [36]. Although kinematic variables were not collected (given that they were outside the scope of this study’s primary objectives), they may provide added value to future studies aimed at implementing similar technologies as an adjunct to clinical outcome evaluations.

Sensor technology may become more omnipresent in the future, tracking arm activity to accurately account for activity metrics performed within and beyond a prescribed intervention program [37]. It could also serve in the collection of kinematic measures during participant evaluation, especially if done remotely or when established clinical outcome measures fail to detect smaller changes in arm function. In fact, its hands-free simplicity of use prompted a study to verify and confirm its validity as a means of assessing UE function in a clinical setting [38].

**On the Question of Dosage**

We provided simple participation guidelines formulated in such ways as “5 times per week, 20 minutes per session for 4 weeks,” in an effort to promote program engagement. This was based on prior examples of telerehabilitation intervention programs for upper-limb recovery after stroke [39,40]. A meta-analysis found that exercise dosage strongly predicted functional motor recovery when it was modeled as a linear regression of key predictor variables, such as dosage time and time since stroke [41]. This finding was also confirmed by a study that observed a linear relationship between dosage and functional outcome gains, but only up to a certain number of hours, beyond which the returns for any additional time tapered off [5].

Although on the one hand, our results showed nonretention of upper-limb gains by follow-up, on the other hand, it has been
suggested that task-specific repeated practice regimens induce lasting motor cortical reorganization that often precedes motor improvement [42]. We may not yet be sure of the complex interplay between exercise frequency, intensity, and duration needed to optimize recovery, but the results would suggest that extending treatment duration could allow sufficient time for motor cortical reorganization to make way for motor recovery of the upper limb.

**Virtual Rehabilitation as an Additional Tool in the Management of Chronic Poststroke Upper-Extremity Recovery**

Home-based intervention programs have been used in prior studies [43] as a central component of chronic poststroke study design. In this study, we included a control group that received an evidence-based standardized exercise program targeting the repetition of upper-limb movements that emulate ADL, which is currently frequently provided in rehabilitation programs. As such, participants in both groups benefited from a program that allowed for comparable levels of upper-limb activity.

While treatment group participants required a home installation of the Jintronix system, the setup was relatively simple, requiring minimal space in the participant’s living spaces and little to no technical maintenance throughout the duration of the intervention. A certain degree of computer literacy was required of the participants to navigate the interface, which was addressed during the first meeting. Furthermore, the system had the added capacity to inform clinicians of participant progress and time spent on the activities, factors which appeared to play an important role in recovery.

The treatment group participants played for a median of 527 minutes of activity (approximately 9 hours). Most participants needed no extrinsic prodding to engage in the program, perhaps relying instead on their desire to engage in the visually rewarding gaming environment [32]. We would argue that the intuitiveness of VR game consoles facilitates self-directed behavior, which ultimately influences program engagement and adherence, in line with the positive connection to the gaming avatar participants reported in a Nintendo Wii environment [44].

On the basis of these considerations along with the technology’s simplicity of use and installation, these findings support the feasibility of using VR serious games as tools for the management of chronic poststroke recovery, as recommended in the Guidelines for Adult Stroke Rehabilitation and Recovery [45].

**Study Limitations and Future Directions**

Although the outcome measures included had strong psychometric properties, there were some limitations. The FMA-UE measure may have limited ability to detect changes when participants are either low or high on baseline arm function. The SIS and MAL measures may lack sensitivity in detecting smaller changes in self-perceived function. In addition, the use of subgrouping strategies to compare differences in baseline FMA-UE scores limited the ability to detect significant effects given the small overall sample size.

Participants in the standard care group did not log specific time spent on the GRASP program. More precision could have been achieved had wearable sensor technology been available and integrated into the program, which could have accurately kept track of time spent on active movements of the upper limb.

Participants in both groups gained significant arm function improvements while they were actively engaged in 1 of the 2 programs. Rather than draw comparisons between groups, future studies could set out to evaluate novel programs against a standardized one from a perspective of noninferiority, so that clinicians have more tools available to choose from for UE rehabilitation.

Future studies could further explore the impact of extended treatment time and increased number of visits for a follow-up evaluation to more easily keep track of changes in arm function. This would allow the possibility to test the increasingly popular theory that an increase in dosage results in better functional outcomes.

Finally, artificial intelligence could eventually be incorporated into VR serious games to reduce clinician involvement by adjusting difficulty level, movement range, and type of activities based on the user’s needs and preferences.

**Conclusions**

There were visible trends of improvement following intervention for both interventions, particularly when participants were most actively engaged with the system. Depending on the individual and clinical context, the results indicate that VR serious games with clinician monitoring may be additional, effective, and feasible tools to include in the long-term management of upper-limb rehabilitation after stroke.
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ADL: activities of daily living
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GRASP: Graded Repetitive Arm Supplementary Program
MAL: Motor Activity Log
MCID: minimal clinically important difference
REDCap: Research Electronic Data Capture
SIS: Stroke Impact Scale
UE: upper extremity
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Abstract

Background: The number of serious games for cognitive training in aging (SGCTAs) is proliferating in the market and attempting to combat one of the most feared aspects of aging—cognitive decline. However, the efficacy of many SGCTAs is still questionable. Even the measures used to validate SGCTAs are up for debate, with most studies using cognitive measures that gauge improvement in trained tasks, also known as near transfer. This study takes a different approach, testing the efficacy of the SGCTA—Effectivate—in generating tangible far-transfer improvements in a nontrained task—the Eye tracking of Word Identification in Noise Under Memory Increased Load (E-WINDMIL)—which tests speech processing in adverse conditions.

Objective: This study aimed to validate the use of a real-time measure of speech processing as a gauge of the far-transfer efficacy of an SGCTA designed to train executive functions.

Methods: In a randomized controlled trial that included 40 participants, we tested 20 (50%) older adults before and after self-administering the SGCTA Effectivate training and compared their performance with that of the control group of 20 (50%) older adults. The E-WINDMIL eye-tracking task was administered to all participants by blinded experimenters in 2 sessions separated by 2 to 8 weeks.

Results: Specifically, we tested the change between sessions in the efficiency of segregating the spoken target word from its sound-sharing alternative, as the word unfolds in time. We found that training with the SGCTA Effectivate improved both early and late speech processing in adverse conditions, with higher discrimination scores in the training group than in the control group (early processing: F₁,₃₈=7.371; P=.01; ηp²=0.162 and late processing: F₁,₃₈=9.003; P=.005; ηp²=0.192).

Conclusions: This study found the E-WINDMIL measure of speech processing to be a valid gauge for the far-transfer effects of executive function training. As the SGCTA Effectivate does not train any auditory task or language processing, our results provide preliminary support for the ability of Effectivate to create a generalized cognitive improvement. Given the crucial role of speech processing in healthy and successful aging, we encourage researchers and developers to use speech processing measures, the E-WINDMIL in particular, to gauge the efficacy of SGCTAs. We advocate for increased industry-wide adoption of far-transfer metrics to gauge SGCTAs.

(JMIR Serious Games 2022;10(3):e32297) doi:10.2196/32297
INTRODUCTION

Background

The age distribution of the world’s population is projected to dramatically shift over the next few decades as improved health care continues to extend life expectancy [1]. By 2050, more than one-fourth (27%) of the European population is expected to be aged >65 years. Although medicine can prolong relative physical health [2], offsetting age-related changes in cognitive health is growing in importance [3]. Although recent literature suggests that cognitive measures may inflate age-related decreases in performance [4-6] and disregard an increase in crystallized intelligence (eg, general knowledge and vocabulary [7]), a decrease in cognitive performance is one of the most feared aspects of aging [8]. Consequently, there is growing pressure to prolong active and healthy aging—successful aging [9]—by targeting age-related changes in cognitive abilities such as memory and executive functions (EFs; eg, inhibition and working memory [WM]) [10,11].

Numerous serious games for cognitive training in aging (SGCTAs) are being developed to mediate age-related cognitive changes. However, there is much debate in the literature regarding their efficacy. In fact, in 2014, a total of 2 teams of researchers published contradictory open letters. The first letter by a group of 70 scientists refuted the efficacy of such training [12]. The second letter by another group of 133 scientists claimed the opposite, supporting the benefit of cognitive training [13]. These letters were followed by an extensive review [14] suggesting that SGCTAs, in general, can improve performance on the trained game and associated activities—near transfer. However, the review cautions that there is insufficient evidence to suggest that these changes can generalize to activities that are not directly associated with the game—far transfer. As cognitive training games and interventions are a “means to enhance performance on other tasks” [14], it seems critical to measure their effects using far-transfer measures that gauge daily activities. Such far-transfer measures would gauge cognitive abilities through performance on a different task that is mediated by the trained cognitive functions.

Effective communication and speech perception play an extensive role in many daily activities and have evident effects on general health and well-being [15]. Difficulty in understanding speech in adverse conditions (eg, noisy background or while conducting another task) forms one of the most prevalent complaints among older adults [16]. These difficulties decrease the participation of older adults in social and professional interactions, thus limiting their independence and increasing feelings of loneliness. Growing evidence suggests that a decrease in speech processing, in turn, has a negative effect on mental health, general well-being, and even longevity [17-21]. The social restrictions imposed by the COVID-19 pandemic further limit interactions and other opportunities for cognitive exercise (eg, work and volunteering). Indeed, current restrictions have been found to increase loneliness and depression in older age [22], even after vaccinations were made available [23] and severe social restrictions were lifted [24]. These, together with limited access to health care services as a result of the pandemic [25,26], illustrate the necessity to create effective SGCTAs that can directly affect spoken communication in adverse conditions, even while social distancing. We suggest that testing speech processing as a far-transfer task could demonstrate the impact of training with SGCTAs, on the daily lives of older adults.

In this exploratory study, we used an eye-tracking paradigm to assess whether training EFs with the SGCTA Effective generalizes to improved speech processing in adverse listening conditions for older adults. This will serve to validate a real-time measure of speech perception—Eye tracking of Word Identification in Noise Under Memory Increased Load (E-WINDMIL)—as a gauge of far-transfer efficacy of SGCTAs designed to train EFs and provide a case study for developers and academics on the use of far-transfer metrics.

EFs and Speech Processing

Many SGCTA developers are targeting EFs because of their prominent role in healthy cognitive aging (refer to the seminal work by Salthouse [27,28]). EFs, which include WM and inhibition, enable active maintenance and manipulation of bottom-up information with top-down information in memory, especially during the performance of a concurrent task [29-31]. The literature suggests that individuals with better EFs are able to hold more incoming information and incorporate and manipulate it more easily, even under adverse conditions such as distractions (ie, external noise) and memory preload (ie, remembering the context of a conversation [32,33]). Therefore, it is not surprising that EFs play a significant role in speech processing [34].

Consider a scenario in which an older adult is driving his grandson in a car and radio music is playing. The grandson says, “grandpa, have you seen the DOLL?” The older listener must perform the following tasks:

1. Segregate the spoken message from the background radio noise (task-irrelevant) stream as it unfolds in time
2. Inhibit the activation of competing (similar-sounding) words in the mental lexicon (eg, DO! sounds in words such as DOG) while increasing the activation of the word DOLL, as the sound L unfolds in time
3. Allocate enough resources for the activities mentioned previously from a limited cognitive resource pool that is already depleted by the concurrent task of driving

As mentioned previously, EFs, especially WM, are essential to perform this complex task and have been shown to be affected by aging in the following ways: (1) stream segregation slows with aging, (2) decrease in the efficiency of inhibition impairs the ability to reject incorrect lexical candidates, (3) decrease in cognitive resources can impair speech perception, and (4)
age-related hearing loss distorts the perception of bottom-up signals.

First, stream segregation slows with aging [35]. Reduced WM capacity has been linked to limitations in inhibition [36]. This affects the ability to separate relevant speech from irrelevant background noise. For example, in a study by Janse [37], when speech was presented in background noise, poor inhibitory abilities led to greater interference by the competing noise, which impaired speech perception in older adults.

Second, an age-related decrease in the efficiency of inhibition [15,38] impairs the ability to reject incorrect lexical candidates as the context unfolds in time [39,40].

Third, age-related decreases in cognitive resources, specifically in EFs and WM [38], can impair speech perception, as suggested by the Framework for Understanding Effortful Listening [41]. The Framework for Understanding Effortful Listening is an adaptation of the capacity model of attention by Nobel laureate Daniel Kahneman, which conceptualizes the relationship between mental resource capacity and cognitive demands. According to this model, mental resources have limited capacity. The presence of background noise or another resource-consuming task (eg, driving) can impede and slow down speech processing for people with lower resource capacities.

Finally, age-related hearing loss distorts the perception of bottom-up signals, providing impoverished input to the central nervous system. To mitigate these effects, older adults rely heavily on the linguistic context in word recognition, often to an even greater degree than younger adults [34,42,43]. Efficient context processing depends on WM capacity and information processing speed [44]. As mentioned previously, these capabilities decline with age [28,45] and can affect older adults’ ability to use context during word recognition. Depleted WM capacity can also affect the ability to temporarily remember words from a given linguistic context for later use [46].

In summary, cognitive performance is intertwined with speech perception, especially in older age. Age-related difficulties in speech perception are not only affected by reduced cognitive abilities but can also accelerate the rate of cognitive decline. A total of 2 Lancet reports [15,47] on dementia prevention highlighted improving auditory and speech accessibility as the number one modifiable risk factor in middle to late life. In fact, the relative weight of speech accessibility in preventing dementia is estimated to be higher than in tackling smoking, diabetes, hypertension, and obesity altogether. As Lin [48] suggests in his Aging and Cognitive Health Evaluation in Eldersmodel [49], degraded speech processing affects cognitive resilience in aging by decreasing physical activities, social interactions, communication, and related brain functions. Hence, it is plausible to assume that training EFs should enable participants to juggle informational weight more gracefully and process speech faster, in turn, improving their quality of life and well-being.

Speech as a Far-Transfer Measure of Cognitive Training Using Eye Tracking

To test the effect of cognitive training on speech processing, this study used eye tracking. We used a noninvasive infrared light source and high-precision camera that collects reflections from the eye and records the exact location of the eye gaze on the display at a rate of 500 samples per second. As the word unfolds in time, eye gaze data are time locked with what is being heard by the listener. By recording the participant’s eye movements in relation to the visual display and auditory stimuli, eye tracking provides a highly sensitive and continuous measure of spoken word processing. Unlike overt non–real-time responses (participant verbally or physically responding after the word has been heard), the covert rapidity of an eye movement allows one to determine the point in time at which the listener is able to isolate the target word from its competitors through the difference in fixations on the target and competitor over time. Although non–real-time responses, such as pointing at the screen, may be affected by age-related motor slowing, covert eye movement speed and accuracy are relatively unaffected [50].

To specifically gauge the cognitive mechanisms involved in speech processing under adverse conditions, our laboratory adapted the Visual World eye-tracking paradigm [51] to include a concurrent task (increasing memory load) and noise (increasing distractions), creating the E-WINDMIL [44]. In E-WINDMIL, listeners hear Hebrew sentences such as “point at the box” while viewing a visual display on a computer screen that contains 4 objects. In this example (Figure 1), the display shows a picture of the named object heard by the participant, box /ar.gaz/, along with three other objects: a phonological competitor (eg, an onset competitor that shares the first syllable with the target, rabbit /at.nav/) and 2 additional objects that are neither semantically nor phonologically related to the heard target object or its name. Participants are asked to touch the picture of the object as quickly and accurately as possible while their eye gaze is recorded. Rather than analyzing the slower overt touch response, only the eye gaze is taken into account in later analysis.

As real-life speech processing is often accompanied by other tasks, before the onset of the spoken instructions, participants are also asked to retain in memory either 1 or 4 digits (low or high memory load, respectively) for later recall. A discrimination score, which is the difference between the proportion of eye gaze fixations to the target (image representing the heard word) and the phonological competitor, was used to assess the 2 groups. The higher the difference, the more efficient the listener is in discriminating the spoken target from its signal-sharing competitor. Using the same eye-tracking paradigm, Nitsan et al [52,53] showed that listeners with larger WM capacity were able to identify the target word (and reject the signal-sharing competitor) earlier than a matched group with lower capacity. These findings suggest that improving one’s cognitive capacity might improve speech processing in adverse conditions.
This Study

A total of 2 groups of older adults were tested twice on the E-WINDMIL speech processing task. One group received no cognitive training, whereas the other group followed the Effectivate SGCTA training protocol for 6 weeks. We aimed to test whether a short training period using Effectivate would engender a significant far-transfer change in speech processing ability. As the tested SGCTA does not involve any type of auditory training, improved performance on the E-WINDMIL speech processing task would provide strong support for the far-transfer effect and demonstrate the use of far-transfer measures in gauging training success for the validation of SGCTAs.

We hypothesized that if the tested SGCTA, Effectivate, improves generalized EFs, speech processing in adverse conditions, as measured by performance on the E-WINDMIL, would improve for the training group. Specifically, the difference in discrimination scores between the training group and control group would not be significant in the first test session, although an advantage for the training group would be found in the second test session (after training). This would suggest that training had a significant impact on real-time speech processing, above and beyond practice with the E-WINDMIL task.

Methods

Participants

A total of 54 older adults were recruited via phone calls from the Reichman University’s older adult research volunteer group and randomly assigned to either the cognitive training or control group. Although the groups cannot be said to reflect the diversity of the global older adult population, they are representative of the population residing in central Israel, where the study was conducted. Of these 54 individuals, 8 (15%) did not return for the second eye-tracking session, and 6 (11%) were excluded because of failure in eye movement recording or loss of eye-tracking signal. Recruitment was continuous for the duration of 6 months. Owing to the COVID-19 pandemic, participant recruitment and data collection were limited and terminated earlier than expected. The training group comprised 50% (20/40) of older adults (mean age 65.65, SD 4.8 years; 14/20, 70% were women). The control group comprised 50% (20/40) of older adults (mean age 69.05, SD 3.8 years; 13/20, 65% were women) from the study by Baharav et al [54]. All participants met the research inclusion criteria (refer to Textbox 1 for details). As shown in Table 1, the 2 groups had similar gender distribution ($P=.74$). Hearing acuity (pure tone average), years of education, and forward digit span scores did not differ significantly between the 2 groups ($P=.51$, $P=.74$, and $P=.76$, respectively). However, participants in the training group were slightly younger ($t_{38}=2.48; P=.02$). All the participants provided written informed consent.
Inclusion criteria for participant recruitment.

**Language background**
High proficiency Hebrew speakers (no early bilinguals were included), assessed by a self-report and a score within the normal range in the Wechsler Adult Intelligence Scale–3 Hebrew vocabulary subtest.

**Hearing**
Symmetrical air conduction hearing thresholds, expressed as pure tone averages of ≤25 dB hearing level in each ear (0.5 kHz, 1 kHz, and 2 kHz), and no reported history of auditory pathology.

**Vision**
Normal or corrected to normal visual acuity and color vision, assessed by the Landolt C charts and the Ishihara charts.

**Cognition: working memory**
Clinically normal scores for their age range on the Montreal Cognitive Assessment cognitive screening test and on the forward and backward digit span subtests (Hebrew version of Wechsler Adult Intelligence Scale–3 [46]).

Table 1. Demographic characteristics (N=40).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Training group (n=20)</th>
<th>Control group (n=20)</th>
<th>Group comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t test* (df)</td>
<td>Chi-square (df)</td>
<td>P value</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>65.65 (4.848)</td>
<td>69.041 (3.605)</td>
<td>2.478 (38)</td>
</tr>
<tr>
<td>Gender (women), n (%)</td>
<td>14 (70)</td>
<td>13 (65)</td>
<td>N/A*</td>
</tr>
<tr>
<td>Hearing (across 0.5 kHz, 1 kHz, and 2 kHz), mean (SD)</td>
<td>16.79 (4.939)</td>
<td>17.85 (4.913)</td>
<td>0.672 (37)</td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>16.42 (2.244)</td>
<td>16.18 (2.69)</td>
<td>0.339 (34)</td>
</tr>
<tr>
<td>Digit span, mean (SD)</td>
<td>9.9 (1.714)</td>
<td>9.75 (1.333)</td>
<td>0.309 (38)</td>
</tr>
</tbody>
</table>

*The t test was 2-tailed.

**Ethics Approval**
Ethics approval for this study was obtained from the Reichman University (Interdisciplinary Center Herzliya) institutional review board (P_1920119). This study was conducted in line with the CONSORT-EHEALTH (Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online Telehealth) checklist (Multimedia Appendix 1).

**Stimuli**

**Auditory Stimuli**
Auditory stimuli were taken from the study by Nitsan et al [52,53] and contained both the object names describing the visual stimuli and the sentence, “point at the ___ [target word]” in Hebrew using a plural non–gender-specific form. All object names were disyllabic. The average target word duration, including the Hebrew definition article ha- (the), was 1078 (SD 91) milliseconds. The root mean square intensity was equated across all recorded sentences. Files were mixed with a continuous speech spectrum noise at a fixed 0 dB signal-to-noise ratio based on values for the discrimination timeline in the study by Ben-David et al [55]. Stimuli were presented binaurally at 50 dB above the individual pure tone average via a MAICO MA-51 (MAICO) audiometer using TDH 39 supra-aural headphones (Telephonics).

**Visual Display**
In each trial, the participants were presented with a 3×3 grid with 4 images of objects positioned at the grid corners (Figure 1). The stimuli (images) were previously used in the studies by Hadar et al [56] and Nitsan et al [52,53] and were confirmed to be clearly identifiable and highly familiar. In all the trials, 1 of the 4 image names corresponded with the spoken target word. In critical trials, a second image name was a phonological competitor: sharing the initial syllable (onset overlap) or the final syllable (offset overlap) with the spoken target word. The remaining 2 objects presented on the screen were phonologically and semantically unrelated to both the target word and phonological competitor. In addition to critical trials, filler trials were used to diminish participant expectation of onset phonetic resemblance between the depicted object names. In filler trials, all 3 distractors were phonologically and semantically unrelated to the target word.

The original image database was divided into two to create 2 image sets, which were counterbalanced between participants for testing sessions 1 and 2. Within each testing session, objects were presented twice: once as a critical trial and once as a filler trial in which one of the 2 phonetically unrelated items was used as the target word. To prevent implicit spatial learning within a single testing session, object positions on the screen were rotated at each presentation.

**Procedure**

**Overview**
The study comprised 2 experimental sessions, all conducted individually in a dedicated experimental laboratory complex at the Reichman University. In the first session, participants signed...
an informed consent form, and the inclusion criteria measures were collected. The E-WINDMIL paradigm was administered (as presented in the following section) to determine the participants’ baseline performance. To maintain experimenter blindness to the conditions, 2 different research assistants conducted the experiment. One research assistant conducted the E-WINDMIL and auditory testing, and the other research assistant assigned participants to each group and presented the participants in the training group with a web address providing access to the Effectivate SGCTA and instructed them to train at least three times a week for a duration of 5 weeks, after which they returned for the second experimental session. They were called once a week to verify Effectivate training. In the control group, participants were asked to maintain their daily routine and return within 2 to 4 weeks. In the second session, the same E-WINDMIL task was administered and the participants were debriefed. All participants were aware of the academic affiliation of the researchers. Participants in the experimental condition were not blinded to the name of the SGCTA company; however, the product was still in the beta stages and, as such, was not publicly available or marketed at the time.

E-WINDMIL Paradigm

The experiment was administered individually in a dedicated sound-attenuated booth (IAC Acoustics). Participants were seated 60 cm away from the computer screen, with their heads placed on the designated eye-tracker chin rest to minimize head movement. Each participant’s dominant eye was calibrated to ensure that their real-time eye gaze position was recorded throughout the course of the trial. A table-mounted SR Eyelink 1000 eye tracker (SR Research Ltd) in the tower mount configuration was used. Eye gaze position was recorded using the Eyelink software at a rate of 500 Hz.

Trials began with a visual cue of a black play triangle centered on the screen, immediately followed by the auditory presentation of either 1-digit preload (low-load condition) or 4-digit preload (high-load condition) through headphones. Participants were told to memorize these digits (in the order presented) for later recall. Subsequently, a 3×3 grid with the 4 images appeared (Figure 1). Participants were given 2 seconds to view the object positions, after which a fixation cross appeared in the center of the screen. Once the participants pressed the fixation cross to initiate the trial, the instruction sentence, “point at the ___ [target word],” was presented via the headphones. Selection of a named object was indicated by touching the object’s picture on the touch screen. Following the participant’s selection of a stimulus, a visual feedback signal appeared in the square of the selected image: red highlight for an incorrect answer or green highlight for a correct answer. Finally, the visual display was cleared, and a visual cue of a black circle appeared on the screen, signaling participants to recall aloud the digit preload from the beginning of the trial. Then, the experimenter coded the response (either correct or incorrect) in real time. Participants were instructed that the speed and accuracy of both the object selection and digit recall were equally important.

In a given testing session, participants completed 68 trials, split into 2 trial blocks for each digit preload condition (low load: 1 digit; high load: 4 digits). Each condition contained 34 trials, of which 2 (6%) were practice trials, and 32 (94%) were experimental trials. The 32 trials in each condition were split such that 16 (50%) were filler trials, indicating that the target object’s name did not share any phonology with the surrounding objects, and 16 (50%) were critical trials, indicating that the target object’s name shared phonology with a surrounding object name. 50% (8/16) were phonological onset competitors (eg, /arnav/-/ar.gaz/), and 50% (8/16) were phonological offset competitors (eg, /xalon/-/balon/).

Although participants in the experimental group were aware of the intervention, the Visual World covert eye-tracking design was found to account for participants trying to outperform in an overt choice of the target (eg, with a button press). In other words, participants cannot control eye gaze fixations toward the alternatives versus fixations toward the target once saccades have been initiated. Indeed, in the visual world paradigm, eye movements were affected by implicit task goals and relatively immune to intentions and social desirability [57-59].

SGCTA Effectivate

Following baseline testing, participants in the training group completed at-home web-based training, using a PC or tablet. A minimum of 15 training sessions were completed with approximately 8 minutes of active training per session (range 3-15 minutes). Each training session comprised 2 to 10 exercises, which were selected from a bank of 10 tasks. The difficulty level was individually adjusted for each participant and calibrated separately for each task using various measures (eg, exposure time, reaction time window, and number of objects). Each training task targeted at least one of the following cognitive functions: processing speed, WM, executive control, attentional control, sustained attention, spatial attention, binding, semantic memory, and training of several mnemonic methods. Figure 2 presents an example of such an exercise.
Figure 2. An example of a slide from the Effectivate serious game for cognitive training in aging—the exercise, The Last One Counts, is based on the ‘n-back’ task. In this exercise, the users were presented with a sequence of shapes and asked to decide whether each shape is identical to the one previously presented. Task difficulty changed gradually by updating different parameters, such as exposure latencies. In advanced levels, users were asked to decide whether the current shape is the same as, different from, or partially similar to the previously presented one. This additional level of complexity requires users to segregate the item’s different features (ie, color and shape) to selectively focus on some and inhibit others.

Results

Response Accuracy

Table 2 presents the accuracy percentage for each experimental condition—the percentage of trials in which participants both correctly selected the corresponding object on the visual display (indicating correct spoken word recognition) and correctly recalled the preload digits (indicating correct digit recall). A Mann-Whitney independent-sample nonparametric test confirmed that WM load, test session, and participant group did not have significant effects on accuracy, with $P > .17$ for all 4 tests.

Table 2. Mean percentage (and SDs) of trials in which the target word was correctly selected and digits were correctly recalled.a

<table>
<thead>
<tr>
<th>Participant group and WM load</th>
<th>First session (%), mean (SD)</th>
<th>Second session (%), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Training</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>99.4 (2.8)</td>
<td>98.1 (4.6)</td>
</tr>
<tr>
<td>High</td>
<td>91.2 (14.1)</td>
<td>88.1 (15.4)</td>
</tr>
<tr>
<td><strong>Control</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>98.9 (3.7)</td>
<td>99.4 (4.6)</td>
</tr>
<tr>
<td>High</td>
<td>87.5 (13.4)</td>
<td>92.6 (10.7)</td>
</tr>
</tbody>
</table>

aLow working memory and high working memory indicate the two preload conditions, 1 digit and 4 digits, respectively.

Eye Gaze Analysis

We analyzed target discrimination scores (following the methodology of previous studies [60-63]) reflecting the listeners’ ability to discriminate the target word from its phonological competitor. The proportion of fixations on the competitor was subtracted from the proportion of fixations on the target within 250-millisecond time bins, starting from 250 milliseconds after the word onset to 1500 milliseconds. In this measure, the higher the value, the better listeners can discriminate the target from its competitor; values approaching 0 reflect an inability to discriminate between the target and competitor objects. Mixed-design repeated-measures ANOVAs were conducted for each 250-millisecond time bin, with three within-participants factors—WM load (high and low), test session (first and second), and condition (onset vs offset sound sharing)—and one between-participant factor—participant group (training and control). In each analysis, planned comparisons compared the effect of the participant group on discrimination scores in the first and second test sessions to verify whether differences between groups were related to the intervention (ie, significant effect only in the second session). Significant interactions of the test session with the participant group were noted in two of the five tested time bins: early processing 250 to 500 milliseconds and late processing 1250 to 1500 milliseconds, as discussed in the following section (Figures 3 and 4). The remaining three time bins (500-750 milliseconds, 750-1000 milliseconds, and 1000-1250 milliseconds) did not show any significant interaction; thus, they will not be discussed further.
Figure 3. First test session. Mean target discrimination scores (with SE bars) for the training and control groups. Target discrimination scores are the proportion of fixations on the competitor subtracted from the proportion of fixations on the target within 250-millisecond time bins, starting from 250 milliseconds after the word onset to 1500 milliseconds.

Figure 4. Second test session. Mean target discrimination scores (with SE bars) for the training and control groups. Target discrimination scores are the proportion of fixations on the competitor subtracted from the proportion of fixations on the target within 250-millisecond time bins, starting from 250 milliseconds after the word onset to 1500 milliseconds. *Significant effect.

Early Processing: 250- to 500-Millisecond Time Bin
The interaction between the test session and the participant group was found to be approaching significance ($F_{1,38}=3.881; P=0.06; \eta^2_{p}=0.093$). Planned comparison indicated no significant difference between the 2 groups in the first session ($F_{1,38}=0.056; P=.81$), whereas the second session produced higher discrimination scores in the training group ($F_{1,38}=7.371; P=.01; \eta^2_{p}=0.162$). This suggests that improved performance can be related to the intervention itself. The effect of the participant group was marginally significant ($F_{1,38}=3.048; P=.07; \eta^2_{p}=0.085$), with slightly higher discrimination scores in the training group (as in the previous analysis, this difference can be related to the second session) and no significant main effect for test session ($F_{1,38}=0.224; P=.64$). No significant triple interactions were found for the participant group, test session, or any other tested variables (WM load or condition).
Late Processing: 1250- to 1500-Millisecond Time Bin
A significant interaction between the test session and the participant group was found ($F_{1,38} = 4.220; P < 0.05; \eta^2_p = 0.100$). Planned comparisons indicated that although the 2 groups did not significantly differ in the first session ($F_{1,38} = 1.689; P = 0.20$), the second session showed higher discrimination scores in the training group than in the control group ($F_{1,38} = 9.003; P = 0.005; \eta^2_p = 0.192$), suggesting that improved performance could be related to the intervention itself. A significant main effect of the participant group was noted ($F_{1,38} = 6.722; P < 0.01; \eta^2_p = 0.150$), with higher discrimination scores in the training group (emanating from higher scores in the second session) and no significant main effect for the test session ($F_{1,38} = 0.108; P = 0.74$). No significant triple interactions were found for the participant group, test session, or any other tested variables (WM load or condition).

In summary, in early and late processing (250-500 milliseconds and 1250-1500 milliseconds after word onset, respectively), performance did not differ between the 2 groups in the first test session. However, in the second test session after training with the Effectivate SGCTA, the training group surpassed the control group. These effects can be taken to suggest that the SGCTA training improved performance, over and above any effect of test-retest repetition.

Discussion

Principal Findings
In this exploratory study, we aimed to validate an eye-tracking paradigm, the E-WINDMILL, which tests real-time speech processing in adverse conditions as a gauge for the far-transfer efficacy of SGCTAs. Specifically, we tested whether training EFs in the visual modality with the SGCTA Effectivate generalizes to improved speech processing in adverse listening conditions (auditory modality) for older adults.

The training group, with 50% (20/40) of the older adults, was tested before and after 6 weeks of training on the SGCTA Effectivate. The control group, with another 50% (20/40) of the older adults, did not undergo any specific cognitive training. Before training, no significant differences in E-WINDMILL performance were noted between the control group and the training group. However, after training with Effectivate, the training group outperformed the control group in early word processing (indicated by eye movements, 250-500 milliseconds after word onset) and late word processing (1250-1500 milliseconds after word onset). The early processing advantage may suggest improved stream segregation between the spoken target word and noise [52,53], when WM was otherwise occupied. The late processing advantage alludes to improved decision-making processes (ie, using accumulated evidence) once the word had been completely heard [55]. Our results provide early support for the efficacy of the E-WINDMILL speech processing paradigm as a far-transfer measure of cognitive training with the SGCTA Effectivate. This is of special interest as the tested SGCTA did not train any auditory task or spoken language processing.

Speech Processing as a Far-Transfer Gauge for Cognitive Training
Challenges in determining the effectiveness of any cognitive intervention stem from the ongoing debate: Do we use near-transfer or far-transfer metrics? [14] In other words, is it sufficient to indicate improved performance on the trained task or should research indicate improved performance on a daily task, far from training, to suggest the generalizability of training? This exploratory study demonstrates the efficacy of using a far-transfer measure that involves speech processing in adverse conditions to discern the impact EF training has on daily life activities.

Speech processing in adverse conditions presents an excellent gauge of the generalizability of cognitive training. As speech processing is resource demanding, the fewer resources listeners have, the more they will be affected by adverse conditions such as background noise. Speech processing involves holding ongoing speech strings in memory and integrating words and phrases to create coherent meaning; thus, it is considered to be dependent on WM and other attentional resources [52,56]. The results of this study suggest the prowess of training to create a generalized cognitive effect, as a few weeks of training on the Effectivate SGCTA was sufficient to improve speech processing in adverse conditions (above and beyond test-retest learning effects).

This improvement can be interpreted in light of the crucial role of EFs, especially WM, in speech processing in adverse conditions. According to the Ease of Language Understanding model [44], explicit WM resources are drawn from a central pool to compensate for the loss of automatic matching between the input and lexical representations when the sound input is degraded by adverse listening conditions. Other studies have demonstrated a direct link between WM capacity and the ability to inhibit irrelevant information. This ability is necessary to separate the speech signal from background noise and reject competing words in the mental lexicon. Thus, our results suggest that training EFs using SGCTAs might have a generalized effect on real-life daily tasks. Returning to our example in the introduction, with improved WM capacity, the older adult will be better able to understand his grandson saying, “Grandpa, have you seen the DOLL?” rather than DOG (sound-sharing alternative) while driving a car (WM load) with the radio playing (adverse listening conditions) in the following ways:

1. Improve speech segregation—separating the spoken message from the background task-irrelevant noise (eg, radio and engine noise)
2. Effectively inhibit the activation of competing similar-sounding words in the mental lexicon (eg, DOG)
3. Allocate enough resources to use context and information in long and short memory from a cognitive resource pool, which is already depleted by the concurrent task of driving

Given the pivotal role of speech processing in successful aging [64], this change may have a lasting positive impact on the quality of life in older age.
E-WINDMIL as a Far-Transfer Gauge for Cognitive Training

The advantage of using the adapted visual world paradigm E-WINDMIL lies in its increased ecological validity—measuring a daily task (speech processing) that is important to the perseverance of well-being and performance in older age [17-19]. Eye tracking used by E-WINDMIL is better suited to test older adults’ speech processing than more traditional speech tests involving overt responses, such as verbal or keypress response. It is not influenced by an age-related slowing of motor speed, which often affects non–real-time speech tests [65]. Unlike many other speech processing tasks that assess the processing of a single word in ideal listening conditions, the E-WINDMIL asks listeners to retain digits for later recall (a task designed to weigh on WM resources) while presenting speech in noise. In this way, the E-WINDMIL paradigm acknowledges that speech in real-life scenarios is often experienced along with noise while the listener is engaged in other cognitively demanding tasks (eg, following the context of the sentence as it unfolds and driving). Moreover, eye tracking has been shown to be a sensitive measure for speech processing in various studies, suggesting that speech processing is costly in terms of WM processing and perhaps even mediated by it [29,34,56,66,67].

Training-Related Advantage in the 1250- to 1500-Millisecond Time Bin

Previous adaptations of E-WINDMIL found eye tracking to be very sensitive to differences in cognitive reserve. Hadar et al [56] found that minimizing available cognitive resources can slow down processing in this task. Nitsan et al [52,53] found that individuals with higher cognitive reserve outperform individuals with lower reserve while using E-WINDMIL. This advantage, attributed by the authors to the use of cognitive resources for speech processing, was indicated in the later time bins—similar to the current findings. Other studies also found that differences in cognition were indicated in later word processing with older listeners in particular [61,68]. A recent study by Harel-Arbeli et al [46] attributed the advantages seen in later time bins to decision-making processes. In their study, using a similar eye-tracking paradigm, the spoken target word was preceded by a spoken predictive context presented in a quiet environment. An advantage of young adults over older adults, based on the age-related difference in cognitive resources, was present mainly in the late time bin when the full word had been spoken. Taken together, it appears that improved processing in the late time bin may reflect improved cognitive resources (eg, WM and inhibition).

Training-Related Advantage in the 250- to 500-Millisecond Time Bin

The current data also indicated training-related advantages in processing during early time bins, when only the first phoneme of the word is being processed. This suggests that cognitive training improved target word stream formation and auditory stream segregation between the target word and noise [55,69]. Indeed, this early process of stream segregation has been linked not only to sensory processes but also to the deployment of cognitive resources. Cognition is necessary for the inhibition of the noise stream and selective focus on the target word stream, leading to stream segregation [70,71]. Stream segregation is essential for speech processing and represents one of the major hurdles for older adults in social interactions [72]. Indeed, age-related auditory sensory degradation can specifically impair processes related to stream segregation in aging [73]. This early time bin training advantage may also be related to the early benefits noted in the literature as a result of removing background noise [60] and increasing the lexical frequency of the spoken word [74] using similar eye-tracking paradigms. In summary, the performance advantage in the early time bin associated with SGCTA training may reflect an increase in cognitive reserve.

Caveats and Future Studies

This study should be taken as a first step in supporting the effectiveness of the tested SGCTA, and it does not serve as a recommendation or suggestion to use SGCTAs in general or specifically the Effectivate SGCTA. This study was ongoing at the beginning of the COVID-19 pandemic and was halted because of national quarantine. Therefore, we were unable to amass a larger group of participants. Moreover, we were unable to recruit an active control group to undergo an alternative form of cognitive training. Future studies should attempt to replicate the results with an active control to ensure that the observed effects were not related to possible social desirability or lack of participant blinding but to the specific cognitive training, Effectivate. However, we note that the experimenters administering the study were blinded to the condition, and the experimental tool was relatively immune to social desirability. Such replications should also more carefully match participants across all groups. Indeed, on average, participants in the control group were older by a few years than those in the training group. We also note that participants in this study did not form a representative sample of the older adult population, specifically given the cognitive and linguistic inclusion criteria. Although future studies should aim to include more diverse samples, these criteria are common in research with this population [75-77].

We demonstrated that the Effectivate SGCTA is sufficiently powerful to induce changes, even in cognitively healthy older adults, and that the E-WINDMIL test is sufficiently sensitive to detect such changes. Our preliminary results are the first step, suggesting the ability of the SGCTA Effectivate to engender far cognitive transfer. Future studies should also try to relate our results to other more traditional cognitive measures and questionnaires tapping users’ subjective evaluation of their quality of life.

Summary and Implications

This exploratory study presents an early foray into the potential of speech processing in adverse conditions as a far-transfer gauge of SGCTAs. This is in line with previous studies that used gamification in cognitive decline research [78-81]. Results present a preliminary indicator of the SGCTA Effectivate’s potential to engender such far transfer from visual cognitive training to auditory speech processing after only a few weeks of training. Following training, older adults were better able to differentiate between the spoken target word and its sound-sharing competitor under adverse conditions (noise and
digit memorization). We suggest that this change in performance represents a real-world improvement in a daily task that is directly related to successful aging. Thus, it shows the potential of the training to have a significant impact on the user’s daily life. We advocate that cognitive training should showcase evidence-based improvement in daily far-transfer tasks that can change the user’s quality of life, as opposed to merely showing changes in traditional pen-and-paper cognitive measures. As serious games are a means of improving performance in other tasks, games developed to the highest standards should seek out far-transfer validation methods. We hope that the increased demand for far-transfer metrics will bolster research efforts within the academic community to develop new far-transfer gauges of cognitive ability and call on serious game developers to adopt far-transfer metrics, such as E-WINDMIL, into their gauges for validity and success.

This study investigated aging through the lens of speech processing, a novel vantage point, which can illuminate interconnected attentional mechanisms known to be affected by aging. Most importantly, speech processing is an essential daily task performed across social interactions, leisure, and employment [72]. Impaired speech processing may have severe implications for older adults across all aspects of life. Therefore, we encourage adding tests of speech processing, especially in adverse conditions, to the arsenal of tools used to test the efficacy of EF training in aging. Furthermore, we suggest paying attention to speech processing in aging when considering accessibility and inclusion in serious game design.

In addition to being a novel and important test metric for aging, real-time speech processing metrics may also prove beneficial to testing other populations such as children with the neurodevelopmental disorder, attention-deficit/hyperactivity disorder (ADHD). As the most prevalent neurodevelopmental disorder in children, ADHD is associated with lifelong impairment, with symptoms reflecting a deficit in EFs such as inhibitory control, attentional regulation, and WM [82,83]. Given ADHD’s high prevalence and detrimental effect on the quality of life and well-being, many serious games are being developed to train EFs in ADHD. As is the case with SGCTAs, there is much debate in the literature regarding their efficacy [84]. Expanding on our findings, we suggest further exploration using E-WINDMIL to test the far-transfer efficacy of serious computerized games designed for children and adults with ADHD along with other promising populations that could benefit. We hope that the creation and use of universally accepted far-transfer metrics will determine gold standard serious games that will help us prolong cognitive functions and improve well-being with age and throughout life.
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Abstract

Background: Engaging students in interprofessional education for higher order thinking and collaborative problem-solving skills is challenging. This study reports the development of Virtual ER, a serious game played on a virtual platform, and how it can be an innovative way for delivering interprofessional education to medical and nursing undergraduates.

Objective: We report the development of a serious online game, Virtual ER, and evaluate its effect on teamwork enhancement and clinical competence. We also explore if Virtual ER can be an effective pedagogical tool to engage medical and nursing students with different learning styles.

Methods: Virtual ER is a custom-made, learning outcome–driven, case-based web app. We developed a game performance scoring system with specific mechanisms to enhance serious gaming elements. Sixty-two students were recruited from our medical and nursing programs. They played the games in teams of 4 or 5, followed by an instructor-led debriefing for concept consolidation. Teamwork attitudes, as measured by the Human Factors Attitude Survey, were compared before and after the game. Learning style was measured with a modified Honey and Mumford learning style questionnaire.

Results: Students were satisfied with Virtual ER (mean satisfaction score 5.44, SD 0.95, of a possible 7). Overall, Virtual ER enhanced teamwork attitude by 3.02 points (95% CI 1.15-4.88, P=.002). Students with higher scores as activists (estimate 9.09, 95% CI 5.17-13.02, P<.001) and pragmatists (estimate 5.69, 95% CI 1.18-10.20, P=.01) had a significantly higher degree of teamwork attitude enhancement, while students with higher scores as theorists and reflectors did not demonstrate significant changes. However, there was no difference in game performance scores between students with different learning styles.

Conclusions: There was considerable teamwork enhancement after playing Virtual ER for interprofessional education, in particular for students who had activist or pragmatist learning styles. Serious online games have potential in interprofessional education for the development of 21st century life skills. Our findings also suggest that Virtual ER for interprofessional education delivery could be expanded locally and globally.
game; interprofessional education; teamwork; learning style; emergency medicine; emergency nursing

**Introduction**

The emergency room (ER) is a unique clinical environment in which effective teamwork between doctors and nurses is necessary for prioritization of patient care, complex clinical decision-making, and safe yet efficient clinical practice [1]. However, these professionals are normally trained in their own professional silos with separate curricula and assessment schemes. The World Health Organization recommends interprofessional education (IPE) [2], which is increasingly recognized as a paramount tool to purposefully bring students from different disciplines together to learn teamwork, communications skills, and patient safety culture for collaboration in their future clinical practice.

IPE is challenging because of its demands for physical space, faculty time, timetable alignment, and student engagement [3]. However, its value is reflected in the successful enhancement of teamwork, as evidenced by many successful cases in previous reports [4-6]. With the teaching disruptions caused by the COVID-19 pandemic, the development of alternative methods of IPE delivery through online platforms is necessary to meet unmet demands.

Engaging students with collaborative problem-solving skills through higher-order thinking in online IPE is a challenge [7]. Online serious gaming is an innovative delivery mechanism for IPE. Unlike gamification, serious gaming should align with learning goals and drive students to engage in the game due to intrinsic factors, such as autonomy, relatedness, and competence, instead of extrinsic factors, such as points and badges [8]. There are diverse definitions of serious games in the literature. Bedwell and colleagues [9] empirically identified, in a systematic review, many attributes of serious games, including action language, assessment, conflicts and challenge, control, environment, game fiction, human interaction, immersion, and rules and goals. Indeed, the growing popularity of serious gaming in clinical education has been noted since 2010 [10,11]. Regarding teamwork and communications enhancement, there is also evidence showing that game-based surgical education training, with face-detection and head-tracking technology, can enhance nonverbal communications and facilitate teamwork [12]. There is also evidence that single-player screen-based teamwork training is feasible, and that it does not affect in-game performance [13]. However, there is a dearth of evaluation studies of serious online games for IPE to enhance teamwork among undergraduate students. Teamwork with members from different disciplines is particularly important in the ER to enhance diagnostic accuracy and efficiency and prevent medical errors in transitions of care. Therefore, IPE in undergraduate education is known to be essential for enabling an effective, collaborative practice eHealth-ready workforce for health care settings [14].

Clinical education today emphasizes student-centered approaches in teaching and learning. Although evidence supports the benefits of IPE, students’ attitudes toward IPE vary because of their highly diverse backgrounds, compounded by their different professional programs, different levels of clinical exposure, and different learning styles [15]. It is understood that different learning styles may affect student learning outcomes. However, there is a gap in evidence to understand how serious games in clinical IPE can be effective for students with different learning styles. Kolb’s learning cycle identified 4 learning styles: reflectors, theorists, activists, and pragmatists [16]. It has also been noted that face-to-face simulation-based activities are most effective for students who have a balanced learning style, including those who are theorists; in other words, they are effective for students who learn through abstract thinking, reflection, and carefully looking into problems from multiple perspectives [17]. On the other hand, game-based activities are most effective in activists and reflectors, who prefer concrete experience and reflective observation [18]. Therefore, awareness of learning styles will be helpful for clinical educators to modify and personalize gamification elements for effective strategies for student engagement in IPE.

In this study, we developed Virtual ER, an online serious game set in the context of an emergency room with specific learning goals. We evaluated the effect of Virtual ER on teamwork enhancement via a pilot study. Although we anticipated that this serious game would be an effective pedagogical tool to engage students in medicine and nursing, we were also interested in whether learning style, based on Kolb’s learning cycle [16], would be a key driving factor underlying the impact of serious games in IPE. We hypothesized that students who are activists and pragmatists would have greater score increases for teamwork attitude, as measured by the Human Factors Attitude Survey, compared to students who are reflectors or theorists (hypothesis 1). Moreover, we hypothesized that students who are activists and pragmatists would have higher scores for clinical competence compared with those who are reflectors and theorists (hypothesis 2).

We also examined whether students’ prior basic life support or advanced cardiac life training affected the primary outcomes and game performance scores. Our findings may lead to recommendations for pedagogical designs and best practices that are relevant to serious games for IPE with student-centered approaches.

**Methods**

**Serious Game Development**

**Design Philosophy**

Using constructivism as the underlying learning philosophy, our Virtual ER game provides a platform for cognitive, socio-cultural, and collaborative interactions for student learning.
[19]. Students as players are required to analyze scenarios and situations in the game and collaborate with others to select correct answers and demonstrate clinical competency.

**Design Framework**

Virtual ER is a serious game designed based on the input-process-output (IPO) model, which is a tacit model of learning used in many studies [20-22]. Figure 1 illustrates the IPO model. First, the instructional program was designed to meet the learning goals and incorporated certain game features to facilitate students’ learning according to the goals. The learning goals included competency in history taking, physical assessment skills, diagnostic skills, alertness, treatment skills, clinical procedural skills, prioritization skills during emergency situations, professionalism, responsibility, and a caring attitude. Table 1 describes specific learning goals in a specific scenario used in the game. The scenario was introduced to the players as follows:

A 66-year-old man, Peter, was admitted to Accident & Emergency Department this morning due to intermittent chest pain for the last 24 hours. He was a chronic smoker and was previously diagnosed with hypertension and hyperlipidemia. Without any prior symptoms, he started to develop shortness of breath and decreased exercise tolerance in these few months. One hour ago, he suffered from severe chest pain with radiation to left shoulder. One tablet of glyceryl trinitrate was taken but effect was minimal. He then sought emergency medical care this morning due to pain persistence. Aspirin was given in the ambulance during transport after ruling out NKDA [no known drug allergies]. Peter’s wife, Jenny, accompanied upon admission. In this game, you are the nurse or physician responsible for Peter, who requires emergency care.

Second, the game enhances student communication and collaborative efforts by providing feedback on their engagement in the game and increasing their motivation to play. Engagement in game play, feedback from the game, and, most importantly, a debriefing session led to the achievement of learning goals and specific learning outcomes.

**Figure 1.** Illustration of the input-process-output model.
### Table 1. Specific learning goals in a specific scenario used in the game.

<table>
<thead>
<tr>
<th>Game stage</th>
<th>Learning goals</th>
<th>Game description</th>
<th>Student tasks (examples)</th>
<th>Medical students</th>
<th>Nursing students</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triage station</td>
<td>Competency in history taking skills: gathering relevant and accurate health information via history taking</td>
<td>Categorizing patients via the triage system</td>
<td>• Be alert to the criteria of triage categorization&lt;br&gt;• Perform comprehensive assessment and history taking upon arrival&lt;br&gt;• Arrange appropriate investigation to rule out possible diagnoses</td>
<td>• Be alert to patient severity and perform immediate medical management&lt;br&gt;• Assess pain level and determine if immediate treatment should be given at triage&lt;br&gt;• Obtain baseline vital signs upon patient arrival</td>
<td></td>
</tr>
<tr>
<td>Emergency cubicle</td>
<td>Competency in physical assessment skills, diagnostic skills, alertness, and treatment skills</td>
<td>Assessing patients’ condition in the emergency cubicle</td>
<td>• Be alert to any signs of deterioration and perform prompt medical management&lt;br&gt;• Cooperate and communicate with team members to provide emergency care to the patient</td>
<td>• Monitor patients closely and perform reassessments to obtain data for guiding further nursing management&lt;br&gt;• Be alert for any signs of deterioration and inform doctors if necessary</td>
<td></td>
</tr>
<tr>
<td>Resuscitation room</td>
<td>Competency in clinical procedural skills and prioritization skills during emergency situations</td>
<td>Providing and prioritizing appropriate treatment in an emergency situation</td>
<td>• Perform emergency care efficiently according to advanced cardiac life support protocols&lt;br&gt;• Become familiarized with the use of different emergency medications during cardiopulmonary resuscitation&lt;br&gt;• Appropriately intubate patients in respiratory distress</td>
<td>• Perform emergency care efficiently according to advanced cardiac life support protocols&lt;br&gt;• Cooperate and communicate with doctors to ensure emergency management can be promptly delivered&lt;br&gt;• Assist doctors to perform intubation for patients with respiratory distress</td>
<td></td>
</tr>
<tr>
<td>Discharge to cardiac care unit</td>
<td>Competency in professionalism, responsibility, and a caring attitude</td>
<td>Preparing for a case transferal in emergency room</td>
<td>• Consult corresponding department for taking over stabilized patients</td>
<td>• Communicate with corresponding department about the condition of patients to guarantee continuous care can be arranged&lt;br&gt;• Prepare case transfer with valid documentation and proper functioning of medical support devices</td>
<td></td>
</tr>
</tbody>
</table>

### Instructional Content

Virtual ER begins with a virtual patient attending the emergency room on a Monday morning at 10 AM. There are 4 or 5 students playing doctor or nurse avatars with roles in triage, initial assessment, monitoring, resuscitation, and transfer of care. Virtual ER allows students to assess patients through their medical history, a physical examination (including vital signs), investigation (eg, electrocardiography, X-rays, CT scans, blood tests, and point-of-care tests), treatment (eg, prescriptions, drug administration, establishment of intravenous access, oxygen therapy, suturing, and wound care), and nursing processes, including caring (eg, phone calls, talking to patients to provide comfort, talking to relatives), charting, discharge, and transfer to different settings or rooms (Figure 2). The virtual patient’s condition deteriorates during the course of care and progresses to a need for resuscitation. Student players are required to provide urgent care to the patient according to different priorities. When we set up the challenges for students, some questions were designed particularly for medical students and some questions for nursing students. Performance scores were allocated to the teams to complete decision-making or behavioral tasks accurately, safely, and properly. Table 1 shows the students’ responsibilities in managing the virtual patient.
Figure 2. Screenshot of Virtual ER. The scenario starts at the triage center. Students can go into different rooms according to the scenario, including the resuscitation room.

**Game Characteristics and Performance Scoring System**

Virtual ER is a custom-made web app built with Tumult Hype (Tumult Inc), a tool for creating interactive web content. The performance scoring system used three mechanisms to enhance student learning: (1) the students’ first response to each question (ie, their selected actions and choices in the game) was stored in the system and allocated to the team. This facilitated teachers’ performance analysis and subsequent debriefing by the end of the class. It also left the students unaware of their performance during game play, leaving them to discover their number of mistakes at the end of the game [23]. Figure 3 shows a question about electrocardiogram results. (2) The students were allowed to go back to prior questions and select other actions or choices, but this did not lead to any change in the score assigned based on the already attempted question. This allowed students to think carefully before answering questions and enhanced face-to-face interpersonal discussion among team members [24]. This rule was emphasized at the beginning of the game. (3) Incorrect actions and choices led to score deductions, to drive students to rationalize each decision and discourage answering randomly. This penalty system was designed to discourage undesirable behaviors in a learning environment [25].

The scoring system was implemented using JavaScript inside the Tumult Hype application. The students’ performance data was stored on the Firebase cloud server (Google LLC). These data are downloadable for analysis.
Procedures

The learning goal of Virtual ER was to develop a sense of teamwork among medical and nursing students. Students were assigned into interdisciplinary groups with 4 to 5 students each. They accessed Virtual ER online simultaneously on laptops. Before the game started, all students were briefed on the educational aims and objectives and provided game orientation. Written informed consent for evaluation was then sought. The students were invited to complete a 10-minute pretest questionnaire. Instructions for downloading the online game were also provided. The students were given 30 minutes to play the game with their teammates. During the game, teachers encouraged the students to share their domain knowledge and to discuss the best clinical decisions for the virtual patient. All their decisions or behaviors during the game were evaluated systematically for the clinical competence they showed regarding patient management. At the end of the game, all the groups were invited to join the debriefing as a whole class. Figure 4 shows student peers discussing the Virtual ER game. Emergency medicine and nursing teachers cotutored during the debriefing, with the dynamics and experiences of different groups linked to teamwork and clinical competency in handling the virtual patient in the scenario. Upon completion of the debriefing, the students were invited to fill out a posttest questionnaire, which took around 10 minutes to complete. The whole session lasted for about 2 hours.

Figure 4. Images of student discussion while playing Virtual ER. ER: Emergency room.
Participants and Setting
All students in the emergency clerkship course and all nursing undergraduates in the emergency nursing-care course of a university were invited to participate via email and e-flyer. The pilot study took place between August 2021 and November 2021. Sixty-two final-year students participated. They were well equipped with necessary clinical knowledge and skills and had received relevant emergency care training prior to this study.

Evaluation Measurements
Attitudes Toward Teamwork (Primary Outcome)
We assessed attitudinal shifts to team behavior with the Human Factors Attitude Survey (HFAS), which was developed by the University of Texas and the National Aeronautics and Space Administration [26]. The HFAS has 23 items with good internal reliability (Cronbach $\alpha$=.89) and has been tested in Hong Kong [27]. All questions were reviewed by expert doctors and nurses for content and face validity to ensure that the survey was subjectively viewed as covering the concepts it measured. Participants were asked to indicate their agreement with each question on a 5-point Likert scale (from 1, indicating “strongly disagree,” to 5, “strongly agree”). Some examples of questions include the following: “my performance is not adversely affected by working with an inexperienced or less capable team member,” “prior to the procedure, it is important for all team members to be familiar with the tasks and responsibilities of the other members of the team,” and “my ability to detect adverse situations has a direct relationship to the quality of decisions I make.” This scale was used in pre- and posttest questionnaires. The total score ranged between 23 and 115.

Clinical competencies were assessed for handling patients in the case scenarios. Students were provided with a performance score upon completion of a case scenario. Marks were given for correct answers in the game and marks were deducted for incorrect answers. The total possible score for each case was 41.

Learning Style
A modified version of the Honey and Mumford learning style questionnaire was used [28]. It contained 13 items with responses on a 5-point Likert scale (1 indicating “strongly disagree,” 2 indicating “disagree,” 3 indicating “neutral,” 4 indicating “agree,” and 5 indicating “strongly agree”). It was tested and found to have satisfactory Cronbach $\alpha$ values, ranging from $\alpha$=.593 to $\alpha$=.786 for the 4 different types of learners: reflectors, theorists, activists, and pragmatists. The higher the scores for a specific learning style, the more likely it was that the students adopted that learning style. Learning styles were assessed in the pretest questionnaire.

Demographics
Demographics included sex, study program, and clinical part-time job experience. Information on additional basic life support and advanced cardiovascular life support training was also gathered with the pretest questionnaire.

Virtual ER Game Satisfaction
One question was included in the posttest questionnaire to assess game satisfaction on a 7-point Likert scale, ranging from “not at all satisfied” to “extremely satisfied.” The question was “How satisfied are you with the game and tutorial?”

Data Management and Analysis
Data were collected with an online questionnaire that used the Qualtrics platform (Qualtrics). Descriptive statistics were used to describe the students’ characteristics. Quantitative data were entered into SPSS (IBM Co). Changes in teamwork attitude over time were assessed with a paired $t$ test (2-tailed). We used linear mixed effect modeling (LMM) to evaluate whether students’ learning styles and prior training in basic life support or advanced cardiovascular life support had any effect on changes in teamwork attitude. LMM has been used for the analysis of between-participant data, including both fixed effects and random effects [29]. This was helpful for the robustness of the data analysis, in particular, for evaluating the effects of differences in the study population in terms of learning styles and a priori training and clinical experience.

Ethical Approval
Ethical approval was obtained from the University of Hong Kong/Hospital Authority Hong Kong West Cluster Joint Institutional Review Board (UW 21-302). A signed online consent form was obtained before data collection. During the informed consent process, an information sheet was provided that included information on the credentials and affiliations of the researchers and the purpose of the evaluation.

Results
Of 62 students, 34 (54%) were male and 47 (76%) were studying medicine. There were 38 students (61%) who had attended basic life support training and 35 (56%) students who had attended advanced cardiovascular life support training before joining the Virtual ER game workshop. There were 20 (32%) activists, 19 (31%) pragmatists, 4 (7%) reflectors, and 3 (5%) theorists. There were 16 students (26%) with a combination of 2, 3, or 4 styles. Mean scores on the Honey and Mumford questionnaire for the activists, theorists, reflectors, and pragmatists were 3.76 (SD 0.49), 3.47 (SD 0.52), 3.24 (SD 0.62), and 3.71 (SD 0.47), respectively.

Overall, Virtual ER enhanced teamwork attitudes. The pretest HFAS score was 91.26 (SD 8.75) and the posttest score was 94.27 (SD 10.46), representing a 3.02-point increase (95% CI 1.15-4.88, $P<.002$). We used a mixed effect model to further investigate the effect of learning style on teamwork attitude enhancement (Table 2 shows the results). As we hypothesized (hypothesis 1), students who had higher scores as activists (estimate 9.09, 95% CI 5.17-13.02, $P<.001$) and pragmatists (estimate 5.69, 95% CI 1.18-10.20, $P=.01$) had significantly higher teamwork attitude enhancement, while students with higher scores as theorists and reflectors showed no significant change. Regarding the Virtual ER game performance scores, there was no difference among students with different learning styles. Therefore, hypothesis 2 was not supported.
Students with prior experience in basic life support showed no significant difference in teamwork enhancement or Virtual ER game performance. However, students with prior advanced cardiovascular life support training showed a decrease in teamwork attitude between baseline and after playing the game (estimate −4.86, 95% CI −9.13 to −0.59, \( P = .03 \)). In general, students were satisfied with Virtual ER, with a game satisfaction score of mean 5.44 (SD 0.95) points of a possible 7. Of the 62 students, 2 (3%) rated their experience with the app “not satisfied,” 6 (10%) rated it “neutral,” 25 (40%) rated it “satisfied,” 21 (34%) rated it “very satisfied,” and 8 (13%) rated it “extremely satisfied.”

### Table 2. Effect of learning style on teamwork enhancement and performance scores.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Teamwork enhancement</th>
<th>Virtual ER (^a) game performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>95% CI P value</td>
</tr>
<tr>
<td><strong>Learning style</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Activist</td>
<td>9.09</td>
<td>5.17 to 13.02</td>
</tr>
<tr>
<td>Theorist</td>
<td>1.81</td>
<td>−2.46 to 6.08</td>
</tr>
<tr>
<td>Reflector</td>
<td>2.49</td>
<td>−1.04 to 6.02</td>
</tr>
<tr>
<td>Pragmatist</td>
<td>5.69</td>
<td>1.18 to 10.20</td>
</tr>
<tr>
<td><strong>Prior experience</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic life support</td>
<td>−2.84</td>
<td>−9.48 to 1.13</td>
</tr>
<tr>
<td>Advanced cardiovascular life support</td>
<td>−4.86</td>
<td>−9.13 to −0.59</td>
</tr>
</tbody>
</table>

\(^a\)ER: Emergency room.

### Discussion

#### Principal Findings

Using a serious game approach for clinical education is an emerging field, and our study is among the first to report on the development of a custom-made, ad-hoc, collaborative game, Virtual ER, and evaluate it for its ability to enhance teamwork among medical and nursing undergraduate students. More importantly, we demonstrate that Virtual ER enhanced teamwork in students with a small but statistically significant effect, and that it was particularly and significantly effective in students who had more activist or pragmatist personalities. This finding supports our hypothesis 1. Compared with our previous study, which examined face-to-face interprofessional clinical simulation [5], Virtual ER was as effective at enhancing teamwork among medical and nursing students as clinical simulation. In addition, Virtual ER was widely accepted by the medical and nursing students and was rated highly for satisfaction. Apart from establishing the validity of serious games in interprofessional education, it was worthwhile to provide an enjoyable and motivating environment for students.

Using serious games for interprofessional learning outcomes is not new. Previous studies have used card or board games [30-33] to demonstrate positive outcomes for teamwork, communication, and interprofessional roles. Their results are consistent with our current findings on teamwork enhancement as a primary outcome. However, our study is innovative in terms of the pedagogical material that it included as part of the routine curriculum, giving students the opportunity to learn not only during the game, but also during the debriefing. The use of a virtual platform also eased the demand for physical space for huge class sizes. Medical students and nursing students are taught about emergency and urgent care at different years of their education. When they played Virtual ER, they were immersed in an ER environment that allowed them to perform triage, assess patients, formulate differential diagnoses, request investigations, and offer treatments. They were also able to recognize clinical deterioration and initiate resuscitation. During the debriefing, the teachers facilitated discussion with the students about managing patients and their shared experiences in handling patients in the ER. The debriefing provided opportunities for students to reflect, critique, and correct what they learned to further enhance their clinical competencies [34].

Another innovative aspect of this study was the assessment of the students’ learning styles, which helped to determine whether there were any mismatches between teaching modes and learning styles. We found that the effect of Virtual ER on teamwork was much stronger in students who had more activist and pragmatist personality characteristics. In other words, they were more engaged in the game and gained more benefits in regards to teamwork enhancement from the game. Activists prefer learning by experience and taking direct action, while pragmatists like to experiment, see the relevance of their work, and adopt problem-solving approaches during learning [16].

Our game presented an immersive scenario in which a virtual patient was admitted to an ER with chest pain. The students discussed the case and chose the best investigation methods and treatments to save the patient’s life. The problem-based learning structure of the game thus closely matched the preferences of activist and pragmatist learners. This also explains the positive primary outcome of this study: the game significantly enhanced teamwork. However, our results failed to support hypothesis 2, which was that students who were activists or pragmatists would have high game performance scores. This finding is in line with other studies, which have shown a lack of a direct relationship between learning experience and academic performance in medical students [35-37]. It is possible that learning style can
engage students in learning in serious games; however, it might not be a predictor of academic success. Criticism of the idea that adapting to individual learning styles can provide better academic performance can be found as early as 2004 [38]. In Virtual ER, students who tend to construct their own knowledge might have relied heavily on the debriefing, especially the opportunity for reflection, critique, and correction. Therefore, the game elements of Virtual ER and its design may not be adaptive enough to facilitate student learning. Alternative approaches to adapting serious games to cater to different students have recently been introduced, such as Felder-Silverman’s model [39], which combined adaptive game-element designs for collaboration, gamification, and content interactions [40]. Although that study was designed for individual students interacting with the system, it would be a worthwhile approach to the further expansion of IPE among medical and nursing students in the future.

We found that learning styles were associated with teamwork enhancement but not clinical competency. This implies that individual students with different learning styles could find their own way to a more adaptive approach to learning. The students were encouraged to discuss the best clinical decisions for the virtual patient during class, and this discussion may have helped the students pick the correct answers and increase their performance. This may be beneficial, because as medical and nursing educators, we should provide a positive learning environment to facilitate individual students to develop their own learning approaches to optimize their academic performance. Nevertheless, in this study, students with prior advanced cardiovascular life support training showed a decrease in scores for teamwork attitude between baseline and after using the game. It is unclear whether students equipped with more advanced clinical knowledge tended to have more confidence and to work more on their own and therefore did not value the teamwork enhancement that Virtual ER made possible. This finding is consistent with a past study that showed that students had increased confidence in their own knowledge after basic life support training [41]. However, in the 21st century, in addition to academic and literacy skills, interprofessional collaborative practice is essential in the health care system. IPE is an important, innovative strategy for mitigating the global health workforce crisis, which has been reported by the World Health Organization [2]. Teamwork and collaboration skills cannot be built without engaging in practice and attitudinal changes. Therefore, educators should be creative in designing innovative pedagogical methods to match students’ learning styles and engage them in learning essential “soft” skills, including teamwork, collaboration, communication, and leadership, for their personal and professional mastery. Serious games have potential for developing such attributes. Our findings demonstrate that our serious game positively increased teamwork attitudes and that this self-developed game should be a useful basis for further prospective expansion and enhancement. In the future, we would like to add learning goals on teamwork training. Furthermore, it will be possible to develop Virtual ER into an online platform, enabling IPE delivery regionally or globally.

Study Limitations
A few limitations weaken the generalizability of our results. First, this was a cohort study of 62 students without a comparison group, and the significant positive outcome may be attributable to the content of the game scenario, rather than to serious gaming in general. Therefore, a randomized controlled trial should be conducted in the future. We also did not examine the long-term effect of the serious game on teamwork enhancement, as our study was only focused on a single intervention. Future studies are needed to explore changes in teamwork attitude over a longer period, especially after graduation. Additionally, emergency medicine education is spread out in our medical curriculum, and the nursing students also had experience from part-time jobs as assistants in the health care system. Therefore, it is possible that some students may have already been exposed to some of the clinical conditions in the game, while others had not been. In this study, the majority of participants were medical students, and the effects of Virtual ER may have been unique in these students. Although we examined whether previous training in basic life support or advanced cardiovascular life support was associated with the study outcomes, it was still unclear whether a priori clinical experience affected some of the potential learning effects, nor was it clear how strong this effect might have been. In a future study with a larger sample size, we hope to perform a subgroup analysis to understand this relationship. Lastly, a future study could use a qualitative design to examine student satisfaction with the game to further improve it.

Conclusion
This study reports on the development of Virtual ER and evaluates its effect on teamwork enhancement in IPE and on clinical competency in handling patients with cardiovascular problems. Our findings demonstrate that this serious game had a positive effect on teamwork enhancement, in particular for students who had activist and pragmatist learning styles. We suggest that serious online games are a potential tool for the development of IPE and the fostering of 21st century life skills. Owing to its use of a virtual platform, this game might also be an innovative way to deliver IPE locally and globally.
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Abstract

Background: Recently, the demand for mechanical ventilation (MV) has increased with the COVID-19 pandemic; however, the conventional approaches to MV training are resource intensive and require on-site training. Consequently, the need for independent learning platforms with remote assistance in institutions without resources has surged.

Objective: This study aimed to determine the feasibility and effectiveness of an augmented reality (AR)–based self-learning platform for novices to set up a ventilator without on-site assistance.

Methods: This prospective randomized controlled pilot study was conducted at Samsung Medical Center, Korea, from January to February 2022. Nurses with no prior experience of MV or AR were enrolled. We randomized the participants into 2 groups: manual and AR groups. Participants in the manual group used a printed manual and made a phone call for assistance, whereas participants in the AR group were guided by AR-based instructions and requested assistance with the head-mounted display. We compared the overall score of the procedure, required level of assistance, and user experience between the groups.

Results: In total, 30 participants completed the entire procedure with or without remote assistance. Fewer participants requested assistance in the AR group compared to the manual group (7/15, 47.7% vs 14/15, 93.3%; P=.02). The number of steps that required assistance was also lower in the AR group compared to the manual group (n=13 vs n=33; P=.004). The AR group had a higher rating in predeveloped questions for confidence (median 3, IQR 2.50-4.00 vs median 2, IQR 2.00-3.00; P=.01), suitability of method (median 4, IQR 4.00-5.00 vs median 3, IQR 3.00-3.50; P=.01), and whether they intended to recommend AR systems to others (median 4, IQR 3.00-5.00 vs median 3, IQR 2.00-3.00; P=.002).

Conclusions: AR-based instructions to set up a mechanical ventilator were feasible for novices who had no prior experience with MV or AR. Additionally, participants in the AR group required less assistance compared with those in the manual group, resulting in higher confidence after training.

Trial Registration: ClinicalTrials.gov NCT05446896; https://beta.clinicaltrials.gov/study/NCT05446896
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Introduction
Mechanical ventilation (MV) is a lifesaving treatment that reduces the difficulty of breathing in patients and reverses acute life-threatening respiratory failure [1]. During the COVID-19 pandemic, the incidence of acute respiratory failure increased, leading to an increase in the demand for not only physical resources, such as ventilators and intensive care unit (ICU) beds, but also the ability to provide MV care expertise [2-4]. Effective and continuous MV education is important because adequate MV support improves clinical outcomes [5-8]. Regarding MV education, ICU nurses considered ventilator setup as an important topic; In ventilator setup, hands-on training is the most beneficial, suggesting that workshops or self-learning packages are not sufficient for novices to learn how to set up a ventilator [9]. However, conventional education usually focuses on theoretical knowledge (eg, prevention of infection and mode settings), and the type of hands-on training or bedside training that is required is human resource and time intensive, which limits educating several essential trainees [10-12].

Recently, augmented reality (AR) systems have been widely applied in medical education and training [13-16]. The AR system enables virtual objects to be overlaid onto a real-world environment by visualizing the physiological anatomy or enhancing the operator’s view [17,18]. A few AR-guided medical procedure training regimes have been reported in the emergency department and intensive care environments [13,15,19-21]. They suggested that AR systems are effective in step-by-step procedures; however, the studies were limited to procedures lasting less than 10 minutes or to simple steps that did not reflect the usual complexity of procedures performed in the ICU or emergency department [22,23]. Additionally, limited research has been conducted on the independence or accuracy of the step-by-step procedures in AR systems [19].

In this study, we aimed to determine the effectiveness and feasibility of AR-based learning for novices to set up a ventilator by focusing on independently completing the procedures and assessing the degree of assistance required. Additionally, we evaluated the step characteristics in terms of the precision and assistance required.

Methods
This was a prospective randomized controlled pilot study conducted at Samsung Medical Center, Korea, from January to February 2022. We compared 2 modes of training, namely, the conventional method (via the printed manual) and the AR-based instructions. This study followed the CONSORT reporting guidelines (Multimedia Appendix 1).

Ethical Considerations
The research design was approved by the institutional review board of Samsung Medical Center (2021-12-112). Prior to inclusion in the study, all participants provided written informed consent.

Participants
We recruited nurses from the Samsung Medical Center who were interested in AR and ventilator education using a web-based hospital bulletin board. We enrolled nurses who had no prior experience with ventilator setup or AR systems, regardless of their work department or age. We excluded nurses who had already experienced setting up a ventilator or who had trouble wearing or using a head-mounted display (HMD). As this was a preliminary study, we were unable to determine the sample size. However, we referenced to past research on the step-by-step procedures with AR [19,24]. We set a target of 30 participants for recruitment.

Study Design
Using a lottery method, we randomly assigned the participants to 2 groups. One group (the manual group) used a printed manual to set up a ventilator and the other group (the AR group) used AR-based instructions through an HMD—HoloLens 2 (Microsoft Corporation). The participants in the AR group were provided with 15 minutes of learning and practice time with HoloLens 2. If they needed assistance, participants in the manual group made a phone call, and those in the AR group requested it remotely with HoloLens 2; subsequently, both groups were assisted by the same ICU nurse. In the AR group, the participants shared the same view as the nurse using Microsoft Dynamics 365 Remote Assist, which allowed the ICU nurse to guide the participants through voice commands and drawing marks on their view. Both groups were surveyed immediately after the task.

Instructions for Ventilator Setup
The instructions to set up the Servo-i mechanical ventilator (Maquet) were developed by researchers, including emergency physicians, pediatricians, and ICU nurses. The instructions detailed the entire process, from plugging in a socket to turning on the power, by performing initial ventilator mode setting with 35 steps. The AR instructions were developed as a step-by-step guide with the same text and images as in the printed manual, using the Microsoft Dynamics 365 Guide. The AR instructions were delivered using Microsoft HoloLens 2. The device allows users to go back and forth through the entire procedure by gazing at the screen when required. Some steps had a guide with a hologram of the 3D objects to indicate the location of the steps and direct the action of the connecting parts (Figure 1).
Evaluation of Outcomes

The primary outcome is the overall score of the procedure, which is a 100-point scale converted from the original score. Participants scored 1 point for each step if they successfully finished the step within 5 minutes and obtained a maximum score of 35. The secondary outcome was the required level of assistance (i.e., the number of steps and the number of participants who required assistance, assistance frequency, and assistance time). We also evaluated the user’s experience with short questions on 3 themes: confidence, suitability, and whether they intended to recommend AR system to others [25,26]. All the participants were asked to respond to general questions on a 5-point scale ranging from 1 (strongly disagree) to 5 (strongly agree). The usability of the HMD in AR-based training was determined using previously validated system usability scale (SUS) standards [27,28].

Statistical Analysis

All continuous variables are described as mean (SD) and median (IQR), and categorical variables are described as numbers and percentages. For continuous variables, we used the Wilcoxon rank-sum test; for categorical values, we used the chi-square test or Fisher exact test. A proportion test was performed to compare the proportions between the two groups. For all statistical analyses, $P<.05$ was considered statistically significant. The statistical analysis was performed using the R software (version 4.1.2; R Foundation for Statistical Computing).

Results

Characteristics of the Participants

A total of 31 nurses with no prior experience in setting up ventilators were enrolled, with the exception of 1 participant who had an HMD-related technical issue. The remaining 30 nurses completed the entire procedure and the surveys afterward. Each participant was randomly assigned to either the manual or the AR group. The participants ranged in age from 24-53 years and came from a variety of departments: 4 participants from outpatient nursing, 9 participants from inpatient nursing, 11 participants from specialized nursing, and 6 participants from administrative and educational departments. There were no significant differences in sex, age, work experience, prior observation experience, or department of work between the two groups (Table 1).
Table 1. Demographics of the study participants (N=30).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Manual group (n=15)</th>
<th>Augmented reality group (n=15)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td>.48</td>
</tr>
<tr>
<td>Female</td>
<td>15 (100)</td>
<td>13 (86.7)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0 (0)</td>
<td>2 (13.3)</td>
<td></td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>20-30</td>
<td>9 (60)</td>
<td>8 (53.3)</td>
<td></td>
</tr>
<tr>
<td>30-40</td>
<td>3 (20)</td>
<td>4 (26.7)</td>
<td></td>
</tr>
<tr>
<td>≥40</td>
<td>3 (20)</td>
<td>3 (20)</td>
<td></td>
</tr>
<tr>
<td>Age, median (Q1, Q3)</td>
<td>28 (26, 34.5)</td>
<td>28 (26.5, 35)</td>
<td>.84</td>
</tr>
<tr>
<td>Work (years), n (%)</td>
<td></td>
<td></td>
<td>.89</td>
</tr>
<tr>
<td>&lt;5</td>
<td>7 (46.7)</td>
<td>7 (46.7)</td>
<td></td>
</tr>
<tr>
<td>5-10</td>
<td>5 (33.3)</td>
<td>3 (20)</td>
<td></td>
</tr>
<tr>
<td>&gt;10</td>
<td>3 (20)</td>
<td>5 (33.3)</td>
<td></td>
</tr>
<tr>
<td>Previous experience of observing, n (%)</td>
<td>0 (0)</td>
<td>1 (6.7)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Department of work, n (%)</td>
<td></td>
<td></td>
<td>.84</td>
</tr>
<tr>
<td>Outpatient nursing</td>
<td>3 (20)</td>
<td>1 (6.7)</td>
<td></td>
</tr>
<tr>
<td>Inpatient nursing</td>
<td>4 (26.7)</td>
<td>5 (33.3)</td>
<td></td>
</tr>
<tr>
<td>Specialized nursing a</td>
<td>5 (33.3)</td>
<td>6 (40)</td>
<td></td>
</tr>
</tbody>
</table>
| Administration and educational part | 3 (20) | 3 (20) | }

*In operating room, emergency department, radiology department, intensive care unit, and imaging center.

**Overall Performance**

All 30 participants completed the entire procedure, with or without remote assistance. One participant in the AR group completed the procedure successfully without any assistance. Table 2 summarizes the overall results for the manual and AR groups. There was no significant difference in the overall score between the two groups, regardless of assistance. When only the steps without assistance were considered successfully passed, the median score was 88.57 (IQR 82.86-91.43) in the manual group and 91.43 (IQR 88.57-97.14; P=.10) in the AR group. However, if assisted steps were also considered as successful, the median score was 94.29 (IQR 91.43-94.29) in the manual group and 94.29 (IQR 92.86-97.14; P=.20) in the AR group.

The duration of the procedure between the two groups was not statistically significant. Without assistance, the median procedure time was 22.95 (IQR 19.37-24.69) minutes in the manual group and 23.95 (IQR 20.83-26.95; P=.60) minutes in the AR group. With assistance, the median procedure time was 25.32 (IQR 22.41-29.02) minutes in the manual group and 24.18 (IQR 22.37-28.41; P=.20) minutes in the AR group.

Multimedia Appendix 2 presents findings in terms of the step characteristics. We discovered that when following the directions of the ventilator or connecting and disconnecting materials such as a tube, circuit, or line, the manual group had a greater tendency to fail the steps or require assistance compared to the AR group. However, we did not identify any significant difference between the groups.
Table 2. Overall outcomes of augmented reality (AR)–based instructions (N=30).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Manual group (n=15)</th>
<th>AR group (n=15)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score, median (IQR)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>without assistance</td>
<td>88.57 (82.86-91.43)</td>
<td>91.43 (88.57-97.14)</td>
<td>.10</td>
</tr>
<tr>
<td>with assistance</td>
<td>94.29 (91.43-94.29)</td>
<td>94.29 (92.86-97.14)</td>
<td>.20</td>
</tr>
<tr>
<td>Procedure time (min), median (IQR)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>without assistance</td>
<td>22.95 (19.37-24.69)</td>
<td>23.95 (20.83-26.95)</td>
<td>.60</td>
</tr>
<tr>
<td>with assistance</td>
<td>25.32 (22.41-29.02)</td>
<td>24.18 (22.37-28.41)</td>
<td>.97</td>
</tr>
<tr>
<td>Assistance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steps that needed assistance, n</td>
<td>33</td>
<td>13</td>
<td>.004</td>
</tr>
<tr>
<td>Steps that needed assistance per participant, median (IQR)</td>
<td>2 (1-2)</td>
<td>0 (0-1.5)</td>
<td>.03</td>
</tr>
<tr>
<td>Participants who requested assistance, n (%)</td>
<td>14 (93)</td>
<td>7 (48)</td>
<td>.02</td>
</tr>
<tr>
<td>Assistance time (min), median (IQR)</td>
<td>1.53 (0.78-2.98)</td>
<td>0 (0-3.02)</td>
<td>.12</td>
</tr>
</tbody>
</table>

Need of Assistance

The manual group required considerably more assistance than the AR group. The median number of steps that required assistance per participant was greater in the manual group compared to the AR group (median 2, IQR 1-2 vs median 0, IQR 0-1.5; P=.03; Table 2).

The manual group had a greater proportion of participants who requested assistance compared to the AR group (14/15, 93.3% vs 7/15, 47.7%; P=.02; Figure 2A). Additionally, in the manual group, 33 requests for assistance were recorded, whereas only 13 requests were made in the AR group (P=.004; Figure 2B). There were no statistically significant differences in the time spent on assisting; the median was 1.53 (IQR 0.78-2.98) minutes for the manual group and 0 (IQR 0-3.02) minutes for the AR group (P=.12).
Survey Outcomes

All the participants answered 3 general questions. Notably, only the AR group answered the SUS questions. Figure 2C shows the responses to the general questions on a 5-point Likert scale (from 1=strongly disagree to 5=strongly agree). The AR-based instructions received higher ratings for confidence (median 3, IQR 2.50-4.00 vs median 2, IQR 2.00-3.00; *P*=.01), suitability of method (median 4, IQR 4.00-5.00 vs median 3, IQR 3.00-3.50; *P*=.01), and whether they intended to recommend AR system to others (median 4, IQR 3.00-5.00 vs median 3, IQR 2.00-3.00; *P*=.002). The median of SUS score was 55 (IQR 47.5-67.5). Table 3 shows the details of each statement. Of all the statements, “well-integrated AR systems” received the best evaluation from the users, with the highest mean score and the lowest SD. Other statements such as “the simplicity of the system” (mean 3.7, SD 1.2), “ease of use” (mean 3.7, SD 1.1), and “technical assistance requirement” (mean 3.7, SD 1.1) obtained relatively high ratings.
Table 3. Evaluation of augmented reality (AR)--based instructions using the standardized system usability scale (SUS).

<table>
<thead>
<tr>
<th>SUS questions</th>
<th>AR group (n=15), mean (SD)</th>
<th>AR group (n=15), median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think that I would like to use this system frequently.</td>
<td>3.5 (1.0)</td>
<td>4 (3.0-4.0)</td>
</tr>
<tr>
<td>I found the system unnecessarily complex.</td>
<td>3.7 (1.2)</td>
<td>4 (3.0-5.0)</td>
</tr>
<tr>
<td>I thought the system was easy to use.</td>
<td>3.7 (1.1)</td>
<td>4 (3.0-4.5)</td>
</tr>
<tr>
<td>I think that I would need the support of a technical person to be able to use this system.</td>
<td>3.7 (1.1)</td>
<td>4 (3.0-4.0)</td>
</tr>
<tr>
<td>I found that the various functions in this system were well integrated.</td>
<td>4.0 (0.6)</td>
<td>4 (3.0-5.0)</td>
</tr>
<tr>
<td>I thought there was too much inconsistency in this system.</td>
<td>1.9 (0.9)</td>
<td>2 (1.0-2.0)</td>
</tr>
<tr>
<td>I would imagine that most people would learn to use this system very quickly.</td>
<td>3.8 (1.0)</td>
<td>4 (3.0-5.0)</td>
</tr>
<tr>
<td>I found the system cumbersome to use.</td>
<td>2.4 (1.1)</td>
<td>2 (2.0-3.5)</td>
</tr>
<tr>
<td>I felt very confident using the system.</td>
<td>3.3 (1.0)</td>
<td>3 (2.5-4.0)</td>
</tr>
<tr>
<td>I needed to learn a lot of things before I could get going with this system.</td>
<td>3.3 (1.0)</td>
<td>4 (2.5-4.0)</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

In this study, the participants had no prior experience with the ventilator setup or the HMD; additionally, all participants completed the entire procedure, from preparing materials to setting up the initial ventilator mode, prior to connecting to the patient. Moreover, the AR group was able to complete all the procedures following AR-based instructions in the planned design of the study, including a brief HMD practice and self-learning session. They required significantly less assistance compared to the manual group, and all assistance could be provided properly through a remote AR system. There were no technical issues or dropouts in either group.

Generally, hands-on training is required and beneficial when training trainees on complex procedures [29-31]. In addition, in a step-by-step procedure, failures in one step affect the subsequent steps, preventing the trainee from completing the process and requiring real-time guidance. However, experts in critical care cannot stay all day, and novices are required to use a systemic remote assistance when they face difficulties [32,33]. In addition, trainees do not have sufficient time to repeat the procedures, and when they practice alone, it is difficult to assist them in a proper manner.

AR-based training benefits both sides, as discussed above. The instructors are not required to be on-site, as the remote assistance software enables them to monitor and guide the trainee’s view as well as draw and transfer data, voice, and so on. Additionally, without prior technical knowledge or experience with computer programming, developing instructions for a procedure using HoloLens 2 software was possible in 2-3 hours. From the trainee’s perspective, they can learn frequently without visiting an education center or engaging in on-site instructions. Additionally, the desire to develop a contactless education platform has increased to protect health care workers and save on personal protection equipment [34].

The difference between the median number of assistance requests was not significant between the two groups; however, from a practical view, the difference in the workflow interruption between the two groups was more significant. A request for assistance resulted in procedure interruption by phone calls in the manual group and was difficult to support because they were held on to the phone. However, with an AR-based system, they could request help by speaking and connecting to the supervisor and be supported while continuing procedures.

Comparison With Prior Work

Our results provide new evidence for the feasibility of AR-based independent learning in complex advanced procedures with 35 steps lasting more than 20 minutes. In earlier research, studies also discovered that participants were more satisfied with AR-based instructions than with conventional instructions [35]. They were more confident and felt that they had received adequate training for the procedure, and they intended to recommend AR systems to others. It is important for continuous learning to attain competency [36]. We expect that strong confidence and user satisfaction would result in greater willingness and self-practice for learning to set up a ventilator independently.

Limitations

As a pilot study, there was no specific guideline regarding how to deal with technology issues, such as time for battery charging, overheating of the device without break time, and network instability. These issues were observed in a few cases but were solved without affecting the study; however, these issues will be addressed and planned in a larger-scale study.

Additionally, in the step-by-step procedures, the content of the errors is important; however, this was not addressed in this study. To extend AR-based training in other step-by-step advanced procedures and explore additional outcomes, considering the characteristics of steps and designing a training platform for suitable technology integration would be required.

Conclusions

AR-based instructions to set up mechanical ventilator were feasible for novices with no prior experience with MV and AR. In addition, participants using AR required less assistance, resulting in higher confidence after training.
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Abstract

Background: Points represent one of the most widely used game mechanics in gamification. They have been used as a means to provide feedback to users. They visually show user performance and are used along with other game mechanics to produce synergy effects. However, using points without analyzing the application environment and targets adversely affects users.

Objective: This study aims to identify the problems that users encounter when points are applied improperly, to solve problems based on an analysis of previous studies and actual point use cases, and to develop a point design framework to deliver gameful experiences.

Methods: Three problems were identified by analyzing previous studies. The first problem is points that only accumulate. The second is points that emphasize a user’s difference from other people. The third pertains to the reward distribution problem that occurs when points are used as rewards.

Results: We developed a framework by deriving 3 criteria for applying points. The first criterion is based on the passive acquisition approach and the active use approach. The second criterion is used to classify points as “high/low” and “many/few” types. The third criterion is the classification of personal reward points and group reward points based on segmentation of the reward criteria. We developed 8 types of points based on the derived point design framework.

Conclusions: We expect that some of the problems that users experience when using points can be solved. Furthermore, we expect that some of the problems that arise when points are used as rewards, such as pointsification and the overjustification effect, can be solved. By solving such problems, we suggest a direction that enables a gameful experience for point users and improves the core value delivery through gameful experiences. We also suggest a gameful experience delivery method in the context of the ongoing COVID-19 pandemic.

(JMIR Serious Games 2022;10(3):e35907) doi:10.2196/35907
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Introduction

Background

Gamification is a technique that encourages participation and immersion by providing a gameful experience to users in nongame contexts, such as business management, marketing, health care, and education [1]. A gameful experience succeeds when users experience the feeling of playing a game [2] in what is normally a nongame context for them [1]. This is differentiated from a gaming experience, which refers to what an individual feels while playing an actual game; a gameful experience is a game-like experience in a nongame context [2]. A gameful experience enables users’ enjoyment, absorption, creative thinking, absence of negative affect, activation, and dominance [2]. It is an important topic for millennials and
Generation Z (which we refer to collectively as “Generation MZ”), who differ from previous generations. They have benefited from technology, have been using smartphones from childhood, and have naturally accessed a variety of content through such devices. Games are a familiar type of content and are often accessed; consequently, people in these generations prefer gameful experiences [3,4].

Generation MZ has been forecast to become the largest consumer base from 2020 to 2035. Kristofer et al [5] analyzed the world’s spending power and predicted the spending power of each generation from 2020 to 2035. According to this work, baby boomers and Generation X will show downward trends from 2020 to 2035, but Generation MZ is expected to continue to show an increasing trend [5].

Hence, many attempts have been made globally to serve Generation MZ, and gamification is one of those attempts. According to Park and Kim [6], education and training account for the largest portion of a total of 754 attempts to apply gamification worldwide, followed by human resource management, social issues, commercialization, and lifestyle.

As gamification began to draw attention, research began on systematizing development methods in order to deliver core values to users with gameful experiences. Gamification development consists of procedures that analyze constituent elements of a game, such as game mechanics [7], game rules, and sensory elements, that connect the player and the game physically and psychologically.

The oldest gamification development method is the point, badge, and leaderboard (PBL) system, which refers to game mechanics. The PBL system is the most widely used and easily applied method in gamification [8]. Park and Kim [6] showed that points are the most widely used game mechanic, and they are most commonly applied in gamification for health care [9] and in the field of education [10].

More factors should be considered than might be expected when applying gamification to deliver gameful experiences to users, including factors affecting the use of points, among other gamification elements. Environmental factors in applying points, user characteristics, and the significance and value of the points used as rewards should be considered. Before applying points, instructors should check if points are usable in a particular class. Additionally, it is necessary to consider whether missions and quests, which are required to give learners points, can be provided. Points are a means to stimulate intrinsic motivation and display the performance of a learner [11]. However, when points are applied without an appropriate purpose, they adversely affect users. Typical problems include “pointsification” and the “overjustification” effect. Pointsification is a phenomenon wherein the user does not perform the activity intended by the developer and acquires points without purpose, thus nullifying the purpose of applying gamification [11]. The overjustification effect is associated with motivation: when users act by their own will, it is because of inner motivation. In contrast, when users do not act on their own, reinforcement is used to increase the probability of the user performing the intended action [12]. By using points as reinforcement, users’ external motivation is stimulated, and internalization of the external motivation is induced through continuous stimulation. The overjustification effect occurs when the internalization of external motivation is absent, and the internal motivation decreases because the user performs actions based only on the reinforcement [13,14].

This study analyzes problems with points reported in previous studies and develops a point-design framework to supplement the points system. Unlike the traditional methodology, the framework can be easily used by users, and it reduces the gap between the field and academic perspectives [15].

Literature Review

History and Effects of Points in Learning Environments

Points originated from a token economy that was used to induce changes in students’ behavior at home or in the classroom. Tokens were issued to encourage behavior that helped learning activities, and the students exchanged the collected tokens for rewards that were helpful for studying. The token economy positively affected learners’ self-reflection, improved their learning attitude, and stimulated participation in learning activities [16,17]. After 2011, when gamification was defined, the PBL system, which could add gameful experience to a token economy, was actively used, according to previous studies published between 2015 and 2020 [6,10,18]. Points provide learners with feedback by quantitatively showing feedback for learning activities. In a system described by Kim et al [14], learners received realistic missions from their instructors. The rewards that the learners received when they successfully performed these missions were points (Figure 1).

Points are accumulated when learners repeat a mission. The accumulated points represent the time and effort that the learners have invested in learning and show the role of stimulation on learners’ motivation. Through this process, learners set goals for learning, compete with themselves and others in good faith, pursue self-achievement, and behave as expected by the instructor, thereby allowing behavior to be corrected through affordance [10].
Problems With Points in Learning Environments

If the point system is applied without considering cautionary factors, it may negatively affect learning. The use of points promotes learning activities, but the unconsidered use of points without an appropriate purpose has the effect of nullifying the gameful experience that gamification provides to users. We identified 3 problems with points reported in previous studies.

The first problem is the accumulation of points over time. In the token economy, tokens could be exchanged for rewards. Various methods were considered to prevent inner motivation from weakening due to this use of rewards. In a gamified environment, however, problems occur when points are used related to how the points that are obtained and accumulated by the learners are shown on the leaderboard. According to Kim et al [11], learners experience a sense of anticipation and achievement when they earn points. However, as points are accumulated, the sense of anticipation and achievement weakens, and the meaning of the points gradually fades. Consequently, learners no longer engage in point-earning activities. Furthermore, even if rewards that can be earned with points are provided, they can also have an adverse effect on learners, because new rewards that can stimulate more powerful external motivation must be continuously provided [11].

The second problem with points is that they can emphasize differences between people. When adopting the PBL system, many instructors display points that the learners earn on a leaderboard. In the system described by Park and Kim [6], the points display on the leaderboard showed the total points that were rewarded when a learner successfully completed a mission or quest set by the instructor. The learners checked and compared the displayed points, stimulating a competitive spirit. However, if the learners were exposed to this competitive environment for a long time, it resulted in academic stress, and the system turned into a simple competition that negatively affected learners [19]. Thus, points lose their feedback function, and learners work against the purpose of the gamification set by the instructor [20]. This is because the feedback provided by the points recorded on the leaderboard is the sum of all learning activities, not the individual activities of a learner. Learners grow through step-by-step feedback. Therefore, feedback that cannot provide specific details does not constitute effective feedback for learners [6].

The third problem is the problem of equally distributing rewards. In general, learning activities are divided into individual and team levels. Instructors set team-level quests to develop soft skills, such as collaboration, cooperation, and communication. A quest is established in such a way that all team members complete it together. If the team members perform the quest in cooperation, they earn points as rewards. Here, the team members qualitatively evaluate the activities of the participants in the team activity even though they cannot quantitatively evaluate them. If all team members are equally involved in the team activities, then each team member does not object to receiving the same number of points. However, if some of the team members do not participate diligently, then the other team members will feel that there is an equity problem. Based on this, the team members determine the fairness of the reward provided to each member. If the same reward is awarded to the “free riders,” [21] who do not participate in the team activity and directly or indirectly impede the activities of other members, the other members perceive that the rewards are not fair and participate unenthusiastically in the learning activities. Further, if the rewards are the same for those who participate actively in the team activity but invest less time and effort compared to other learners because of personal ability issues, this also results in making them look like free riders to other learners.

Methods

Overview

In this section, we describe the development of a point-design framework to prevent the problems caused by points when instructors consider using gamification with the PBL system. The reason for developing such a framework is to ensure ease of use. A framework is a method of defining problems in engineering and logically explaining how to solve them [22].
The biggest advantage of a framework is that it reduces the gap between the field and academic perspectives. Therefore, we developed a framework that could address the problems of points and be applied in the field [15].

We designed a points application framework for gameful experiences in learning environments using 3 steps. The first step involved establishing 3 criteria to solve the problem of applying points in a learning environment, previously discussed in the literature review section.

The second step involved designing point-type criteria based on the criteria derived in the first step. The first step only derived a conceptual definition to solve the problem of points; however, it is also necessary to understand the users.

The final step involved defining the point types based on the results derived in the first and second steps. The point types were designed to be easily used by the instructor developing the gamified learning environment. To aid the understanding and use of the point types, we suggest examples of how to use the derived point types.

Our point design framework intends to solve the problems mentioned in the previous section. We derived 3 criteria for the application of points. As shown in Figure 2, the framework is focused on a design to solve 3 problems identified by previous studies.

Figure 2. Point application framework.

Criterion 1: Passive Earning Method and Active Use Method of Points

The instructor sets a mission or quest for the learner. Points are awarded differently depending on the difficulty of the mission or quest that the learner must perform. Points are meant to recognize the time and effort that the learner invested in completing the mission or quest. From the learner’s perspective, they are an indicator of accomplishment, showing that the learner has completed a difficult job. The instructor should assign missions or quests to the learner repeatedly, so that the learner can master the knowledge. A problem arises in this process. The points earned by repeatedly completing missions or quests accumulate without being used. In the early stage of learning, the learner enjoys this, because the experience of earning points is new. However, with time, the joy derived from earning points diminishes.

The reason this phenomenon occurs is that points act as a reinforcement [12]. Meanwhile, the failure to provide better and better rewards leads to a degeneration of inner motivation [14]. From the standpoint of educators, it is practically impossible to periodically prepare better rewards. Reinforcements increase the probability that learners will perform the actions set by the educator just up to the point where the reward is given. Therefore, values other than reinforcement alone should be assigned to points.

The characteristics of points should be partially adjusted to use them as more than just reinforcements. The experience provided by points in the early learning stage is novel and stimulates a spirit of challenge. Therefore, the learners try to earn points. However, with time, they obtain points based on a sense of obligation because they are drawn to the familiarity of the points. Here, the experience, learning motivation, and sense of accomplishment are linked to familiarity [23]. The learners earn points because of this familiarity, and because the points become an “indicator” that displays their status on the leaderboard to other students, they no longer reflect the learners’ willingness to learn, and the learners become passive.
Points should also change the learners’ passive attitude to an active one. Conventional, passively earned points do not reflect learners’ willingness. If the learners can use the points according to their own will, they will have a different experience. For example, let us assume that a learner has completed many missions and quests and collected a total of 30 points. The instructor can allow the learner to exchange the points for information that is helpful for learning, as a reward. In this case, the learner used the reward based on their own will, and this was an activity that was performed according to the rule agreed upon by everyone who participated in the learning activity.

By using points based on their own will, learners can improve the learning experience. In this way, learners will realize that there is a relationship between their existence and that of other people, and this will motivate the learners to actively participate in learning [24]. Furthermore, the active use of points stimulates the cohesion of the structural relationship of learners while interacting with the educational environment set up by the instructor. This promotes learning activities, and as a result, points act as a genuine reinforcement [14,24].

In the end, the passive earning method of points should be utilized for conventional feedback functions and triggering competition in good faith, while the active use method should be used to improve the learning experience of learners and solve the problems caused by accumulated points to let the learners become immersed in studying. When learners successfully complete missions or quests using both the passive earning method and the active use methods, their self-efficacy will be maximized. Learners will believe that the next mission or quest can be successfully completed, and they will also believe in the value of the reward received after completing a mission or quest in the group that they belong to [14]. Through this process, the learners’ learning experience will improve, positively affecting their learning.

**Criterion 2: Significance of Numbers in Points—High/Low and Many/Few**

Points have the characteristic of being numbers. Therefore, when they are displayed on the leaderboard, or when users interpret their meaning, they reflect the characteristics of numbers. Numbers can express both quality, as simple numbers, and quantity, as a number of tokens, coupons, or coins. Qualitatively, if player A has a higher score than player B, then we acknowledge that player A is the one who did better. Furthermore, players with a lower score will be motivated in their activities and will set the goal of breaking the record of the player with the highest score [25]. These are points in the “high/low” sense. Meanwhile, points can also be used quantitatively, as in the expression that player A has earned “many points” while player B has earned “few points.” Quantitative points are similar to tokens in the token economy system. In this system, if the intended activity of the educator is performed, tokens are received, and the earned tokens are used and exchanged for a reward [26]. For high/low points, scores can be displayed on a leaderboard, and users compare their scores to others’. Quantitative points allow a relative comparison of many/few points without a leaderboard, based on the quantity of points that a user possesses.

The high/low points displayed on the leaderboard provide intuitive feedback to the learner. Meanwhile, many/few points are related to operant conditioning. In a gamified learning environment, rewards are awarded differently depending on the activity that learners select. Here, points are used as a reinforcement to encourage learners to perform the activities intended by the educator. As time passes, the learners accumulate experience with points. The learners can use points for optional rewards by operant conditioning rather than as reinforcements. Based on operant conditioning, quantitative points encourage learners to actively participate in learning activities [27].

The concept of quantitative points is different from that of virtual currencies. A virtual currency is a type of game mechanic associated with the economic system of a game, and the educator must maintain fairness through currency balance [14]. It is also a kind of game mechanic used for compensation. However, quantitative points induce the action of exchanging points for rewards set by the educator using the concept of exchange. Therefore, with virtual currency, there is no price or benefit, and the exchanged rewards do not lead to the collapse of the learning balance between learners. Therefore, quantitative points and virtual currencies are different concepts.

**Criterion 3: Personal and Group Points**

Slavin [28] insists that systematically establishing a reward structure for learners is important because, according to their analysis, if an environment for sharing the learning activity process and results with other learners is established, a personal-level reward structure will increase learners’ performance. Considering the social aspect of learners, however, a cooperative reward structure is needed. This is because learners are attracted to the soft skills required for the interaction between learners, including skills such as learning and building social rapport, rather than simply acquiring knowledge. Ultimately, the classroom atmosphere can be changed. Social activities among learners have positive effects on communication, listening ability, problem-solving skills, and learning motivation [29]. Therefore, educators should simultaneously consider both the personal level and the group level when they design learning activities.

No major problems occur with the personal points received after completing personal-level learning activities, because the learner is rewarded in proportion to the time and effort invested. However, the fairness of rewards is important in activities where groups of 2 or more people participate. Suppose student A performed a group activity as well as they could, but student B did not. If they both receive the same level of reward, student A will not participate properly in subsequent learning activities. In this process, student A loses the satisfaction and value of the reward, because their belief and expectation in the fairness of the reward are damaged, and its significance is lost. Due to this damage to motivation, the possibility of lukewarm participation will increase [30]. Therefore, learning activities should be subdivided, and personal points and group points should be configured to determine the points awarded to the group and the points awarded to individuals, even for group activities.
Principle of Solving Problems in the Point Design Framework

The 3 criteria derived in this study solve the 3 problems based on the following principle: The passive point-earning method, in which points are only accumulated over time, is associated with the characteristic of numbers that they can be high or low, because the points are recorded on the leaderboard to deliver feedback. Based on how high or low the score is, the participation level in the learning activity can be understood, and the learning level of the learner can be understood. Meanwhile, if the active point-use method is added to the passive point-earning method, the problem arising from point accumulation disappears. By exchanging the points earned for a reward offered by the educator, learners perceive that they were given a new means or privilege to participate actively in learning activities. Therefore, if the passive earning method and the active use method are combined and applied to points, and the meaning of high/low and many/few points is used, a new experience can be delivered to learners. Furthermore, while classifying the size of the rewards at the personal and group levels, if additional missions or quests are set up so that personal-level rewards can also be received in a group learning activity and additional rewards are configured to be awarded differently depending on the participation level of individuals in the group activity, the free-rider problem can be partially solved. Additionally, the ability to make strategic choices can be granted to learners through various point types. When learners choose their own learning activities to earn points, they begin to understand the meaning of points. Here, if learners choose learning activities with point types related to the active use method, they will earn rewards that are helpful for the learning activity. For strengthening competence and competition in good faith, however, learners prefer learning activities in which points can be passively earned. As such, learners will strategically participate in learning, which is expected to improve their learning attitudes.

Results

Point Types and Examination of Actual Applied Cases

We derived a point application framework based on the 3 criteria. Based on the framework, we derived 8 types of points. The point types were classified and derived based on the criteria shown in Figure 3.

The first point type is experience points (EXP). EXP represents the player’s activity numerically. It is a game mechanic related to the user’s level. It can be earned passively and compared as a many/few-type number. Furthermore, EXP is given as a personal reward. As players collect more EXP, their level goes up, and the time and effort that they invested can be estimated based on how high their level is. Figure 4 shows an example of EXP in Duolingo (Duolingo, Inc), a language-learning platform. This platform expresses experience points as “XP.” If the specified amount of learning is completed, XP can be earned. The user cannot control their XP. Learning motivation is stimulated by achieving a higher level through XP.

The second point type is guild EXP. Guild is a word that originates from the guild system that craftsmen established to train apprentices in medieval Europe. Learners belonging to a guild expand their knowledge and skills by interacting with guild members [30]. Guild EXP is given as a group reward, unlike regular EXP. Guild EXP is also used with levels and uses a structure in which guild members work hard to accumulate guild EXP to increase the guild’s level. As the guild’s level increases, value-added effects increase. For example, the guild becomes envied by other players, who set a goal to join the guild. Figure 5 shows a clan leaderboard of CodeCombat (CodeCombat Inc), a platform for programming-education content. This platform uses the word “clan” instead of “guild,” and the number of heroes corresponds to guild EXP. The number of heroes is derived from the missions and quests completed by learners belonging to the clan.

Figure 3. Point type criterion.
The third point type is ability points. Ability points can be earned passively, and the points can be compared as high/low-type points. Furthermore, they are personal reward points. Ability points visually show that knowledge or skill in the relevant area has increased as a result of actively performing learning activities when learning various subjects, such as English, mathematics, and leadership. For example, if student A studies a higher level of mathematics compared to other subjects, the instructor raises the logic level of student A to the next level. Based on this process, the learner’s competence can be represented numerically by changing the learner’s abilities (e.g., wisdom, power, and logic) [31]; the abilities that the learner can obtain by studying are set to dexterity, intelligence, and discipline. The relevant ability points can be increased after completing actual missions and quests.

The fourth point type is karma points. Karma points can be earned passively and compared as high/low points, but they are group reward points. If some members in a team of 2 or more learners successfully complete a mission or quest, all members of the team receive points as a reward. Karma points can stimulate peer companionship, and using them as a feedback device among group members induces changes in the learning behavior of the beneficiary learners [32]. In the process, the learners will have a positive learning experience and feel fulfillment, pride, and satisfaction with the learning activity based on the bonds they form with other learners [14,33,34]. 

Figure 4. Experience point example (Duolingo).

Figure 5. Guild experience point example (CodeCombat).

Figure 6. User screen from Reddit (Reddit Inc), a social media service. When a user posts or shares something meaningful to other people, other users send karma points as a way of appreciating the user’s activity. When users’ karma points are high, it implicitly acknowledges that they have provided meaningful information to many people.
The fifth point type is exchange points. Those who possess points can actively use them, and the more points, the better. They can also be exchanged for something for oneself, such as virtual items, benefits, or privileges that are helpful for learning according to the reward system set by the educator. Exchange points differ from virtual currencies; point users use them based on their own thought and will. Figure 7 shows a virtual shop in CodeCombat. Players can earn blue crystals as points by performing missions or quests and exchanging the earned points for items that can make their avatar more powerful.

The sixth point type is group exchange points. Unlike exchange points, the entity that uses the points is not the individual, but the group, based on their collective opinion. The privileges, benefits, and virtual items exchanged using points should be beneficial to all members. This point type is commonly used in massively multiplayer role-playing games, and the group leader engages in discussions with the members to exchange the points for items or effects they need.

The seventh point type is skill points. Skill points are used when encouraging learners to obtain certain knowledge or skills. For example, suppose the learners wish to learn theory A, and the instructor deliberately sets up relevant missions and quests. Here, the instructor classifies the theory A into levels 1, 2, and 3. If learners complete a mission or quest related to learning theory A several times, they can attempt a higher level of mission or quest. If the learner has successfully completed the level 1 mission or quest, the learning level of theory A is raised by 1 point. If all 3 points have been earned by repeating this process, other people acknowledge that the learner understands theory A to a corresponding degree. Furthermore, when the skill points increase, privileges or benefits may be granted to help the learner with learning. For example, a learner who has achieved 2 skill points for theory A may help another learner when performing the level 1 mission or quest or use the privileges or benefits acquired to overcome a difficulty that they face. Figure 8 shows an example of skill points in Classcraft (Classcraft Studios Inc), a class management program. Skills exist in the form of a tree, and a user’s points in a lower hierarchical skill must reach a certain level to use an upper hierarchical skill. If skill points increase, better benefits or privileges can be experienced.

The eighth point type is peer review points, which are used when learners in teams of 2 or more evaluate each other’s learning activity. Whereas karma points are emotionally linked to the members, peer review points are used when evaluating peers. The members of other teams cannot use them, and these points are used when evaluating the members of the same team based on the experience of interacting with them. Peer review points create bonds between members by letting them provide feedback to each other, and based on the bonds, learners build their own learning experiences. This process positively affects learning [35].
Figure 7. Exchange point example (CodeCombat).

Figure 8. Skill point example (Classcraft).
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Discussion

Points are a gameful experience–delivering element that can be used in the largest proportion of the educational environment. The performance of learners can be visually displayed through points, and the displayed points can be used as the basis for learners to recognize each other’s progress. Educators use rewards to set up goals and stimulate learning motivation so that the learners can study smoothly. The learners recognize the points set up by the instructor and participate in learning activities, whereby it is hoped that the learning attitude of the learners will improve. However, improper use of points may adversely affect the learners and the educator. For example, the improper use of points may cause learners to nullify gamification and participate in learning activities to earn points without a genuine purpose.

The aim of this study is to suggest guidelines, by developing a point design framework, for educators considering the application of points that will help them avoid mistakes. To this end, we explore the educational effects of points and the definition of the framework and have presented 3 problems arising due to points. To solve these 3 problems, we have proposed 3 design criteria and 8 types of points based on past studies and actual cases.

We recommend the following approaches to educators who are considering applying points and using the point application framework developed in this study. First, the reinforcement and reward characteristics of points must both be reflected. If points are used as simple reinforcements, the learners will only repeat the learning activity intended by the instructor. Consequently, there is a high possibility that the learners will not experience joy as time passes. For sustainable learning, therefore, the point application framework developed in this study should be used to design points that have both reinforcement and reward characteristics. Second, attention should be paid to pointsification. It is necessary to choose actions through which the learners earn points, but if the points have more value than the learning activity itself, the learners will try to earn points without a true purpose. Therefore, points should use a sophisticated design based on the point application framework. Otherwise, learners will feel lethargic and find problems regarding fairness, and if these problems are not resolved, the learners will give up on learning. Last, the point application framework should be used to prevent the overjustification effect. Even high inner motivation in a learner may become weakened if the learner is continuously exposed to external rewards. In this case, the learner may blame the rewards for their change in attitude [36]. The point application framework and mission or quest settings should be considered at the same time to prevent the overjustification effect. Points should not be used as simple rewards, and an environment that promotes the stimulation of learning motivation should be established based on operant conditioning [37].

There were limitations of this study that suggest future research directions. If a badge application framework and a leaderboard design framework are used, it is possible to develop a PBL system that promises educational effects while effectively delivering a gameful experience. However, there is a lack of studies on missions and quests related to PBL. Research on methods for setting up missions and quests for the effective education of learners is insufficient, and this aspect is not covered in this study. Further research is required to develop a methodology to set missions and quests or a framework that will facilitate the balanced education of learners.
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Abstract

Background: Recently, technology that provides virtual reality (VR) content based on streaming services has been rapidly developed. However, there have been few studies to reduce VR sickness that occurs while the user watches VR content while wearing a head-mounted display (HMD) in real time.

Objective: Based on this background, we propose a new approach to measure and reduce VR sickness that occurs while the user watches VR content while wearing an HMD in real time.

Methods: The proposed approach is to apply VR sickness reduction methods in accordance with the user's real-time VR sickness level. Three methods that are known to be effective in reducing VR sickness and a single type of VR content were used to examine the effectiveness of the proposed approach, which was confirmed by the experimental results.

Results: Our results show that VR sickness significantly decreased when a new approach was applied to VR content (in all cases, P<.05).

Conclusions: From our results, it was confirmed that VR sickness could be measured without wearing additional equipment, and its reduction method could be applied in real time in accordance with the user's condition by the proposed approach in this paper.

(JMIR Serious Games 2022;10(3):e36397) doi:10.2196/36397
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Introduction

Recently, technology that provides virtual reality (VR) content based on streaming services (such as YouTube VR, Netflix, etc) have been rapidly developed. Users of head-mounted displays (HMDs) are also increasing, and according to ResearchAndMarkets.com [1], the global HMD market is expected to grow by more than US $36 billion by 2026. However, VR sickness that occurs while the user watches VR content wearing an HMD does not have a positive effect on the proliferation of VR content. To solve this problem, research in the following 3 directions is being conducted.

The first direction is the identification of the cause of VR sickness. Several studies confirmed that speed [2], watching time [3], pitch, and roll rotation [4] affect VR sickness. Another study confirmed that the level of VR sickness varies depending on gender [5]. In addition, studies [6-8] were conducted to...
confirm the correlation between VR sickness and VR content’s elements, devices, and human factors.

The second direction is the derivation of the VR sickness measurement method. VR sickness measurement methods are divided into subjective and objective methods. Subjective methods were conducted through a survey such as simulator sickness questionnaires (SSQs) [9-11], the Motion Sickness Susceptibility Questionnaire (MSSQ) [12], Game Experience Questionnaire [13,14], Immersive Tendencies Questionnaire, and Presence Questionnaire [14]. Furthermore, in the objective method, studies were conducted to predict VR sickness using biological signals such as an electrocardiograms, electrodermal activity, electrooculogram, and breathing [9,10,15]. However, it is difficult to apply a VR sickness measurement method using biological signals to general users because additional equipment should be used. Furthermore, subjective measurement methods require surveys, and it is difficult to measure VR sickness in real time while VR content is being played.

The third direction is the derivation of VR sickness reduction methods. According to Singla et al [16] who conducted VR sickness reduction studies in terms of hardware, it was confirmed that HTC Vive provides an environment with a lower level of VR sickness than Oculus Rift. However, it is difficult to conclude that specific hardware is more effective in reducing VR sickness because new HMDs are constantly being developed. Therefore, studies are being conducted to reduce VR sickness in terms of content. A study was conducted to reduce VR sickness using the visual effects of VR content [17], and other studies have attempted to reduce VR sickness by applying a virtual human nose as an earth-fixed grid to the VR content [18,19]. A virtual human nose technique features the tip of a nose being fixed at the center-bottom of a VR user’s view, acting as a rest-frame, which the brain can use to make natural spatial adjustments, thus reducing simulator sickness [18]. In addition, “Virtual Guiding Avatar” [20] combines various motion attributes with an independent visual background and Dynamic field of view (FOV) modification technology [21], which partially limits the user’s FOV developed to reduce VR sickness. However, the above methods are only applied in advance in the content development step but do not apply VR sickness reduction methods in real time to suit the user’s condition while VR content is being played.

As such, few studies have attempted to reduce VR sickness that occurs while the user watches VR content wearing an HMD in real time. Therefore, a new approach is proposed to measure and reduce VR sickness that occurs while the user watches VR content while wearing an HMD in real time. The proposed approach uses the VR sickness response, which is the result of the direct response of VR sickness that occurs while the user watches VR content wearing an HMD. Three methods that are known to be effective in reducing VR sickness have been used to examine the effectiveness of the proposed approach, which is confirmed by the experimental results. Furthermore, based on our results, the effect of the new approach for real-time VR sickness reduction and the effect of the VR sickness response are discussed.

### Methods

#### A New Approach for VR Sickness Measurement and Reduction

This section describes a new approach for real-time VR sickness reduction. In the proposed approach, when VR sickness occurs while the user watches VR content wearing an HMD, the user clicks a button to directly express the VR sickness responses. In this paper, the response directly expressed by the user is defined as the “VR sickness response.” Figure 1 shows a conceptual diagram of a new approach proposed to reduce VR sickness in real time. Users click a button when they experience VR sickness while wearing an HMD and watching VR content, and the sum of clicks becomes the VR sickness response. Then, the VR sickness reduction method is applied in accordance with the value of the VR sickness response. The following rules show how to apply a VR sickness reduction method in accordance with the VR sickness response:

For example, if the VR sickness response is equal to or greater than the threshold ($\alpha$ in the equation) within a certain time interval ($\beta$ in the equation), the VR sickness reduction method is applied. Furthermore, if the VR sickness response is less than the threshold ($\alpha$ in the equation) during certain time interval ($\beta$ in the equation) while the VR sickness reduction method is applied, the VR sickness reduction method is not applied. The parameters required to apply the proposed approach, the time interval, and threshold are derived from a preliminary experiment as shown in Figure 2.

The subject clicks a button when he/she experiences VR sickness while watching VR content. In addition, whether the subject clicked the button every 1 second is saved (clicked, 1; nonclicked, 0). For example, if video playtime is a total of 60 seconds, 60 of the data points expressed as 0 or 1 are saved. Using this data set, the time interval and threshold are determined by the following 4 steps.

First, the sections of VR content are evenly divided in accordance with the time interval of several cases (eg, the time interval=5, 10, 15…n). Second, the average of the subject’s VR sickness response in the evenly divided sections for each case is calculated. Third, the maximum and minimum values are selected from each case’s average, and the difference is calculated. Finally, the time interval of the case with the smallest difference between the maximum and minimum values is set as the time interval of the proposed approach, and the same case’s average VR sickness response is set as the threshold.
Figure 1. A conceptual diagram of a new approach proposed to reduce virtual reality (VR) sickness in real time. HMD: head-mounted display.

Figure 2. The Procedure for deriving the time interval and threshold. VR: virtual reality.

- Watch VR content
- Click a button when they experience VR sickness
- Save click data in response to the play time axis
  - Non Click → 0 (VR sickness off)
  - Click → 1 (VR sickness on)
- Input
- Divide the time interval
- Average of clicks within each case
- Calculate the minimum and maximum values in each case
- Output
  - Time interval = case with small difference value
  - Threshold = average value of the above case
Experiments

This section describes the experimental method for confirming the effectiveness of the proposed new approach to reducing VR sickness in real time. The experiment was conducted on 40 subjects (20 male and 20 female) in their 20s and 30s. In addition, as shown in Figure 3, a 3D VR space flight video was selected as the original VR content and it was named M0.

A view of original VR content is changed in accordance with the subject’s head movement (Figure 3B, which transitions to Figures 3A and 3C according to the head movement). Original VR content made subjects move the 3D space along a predetermined path for 60 seconds. In addition, acceleration, deceleration, and rotation (yaw, pitch, and roll) of the camera were applied to cause VR sickness. As shown in Figure 4, subjects watched VR content using HTC Vive Pro Eye, and they clicked the Xbox controller button to express their response to VR sickness in real time.

First, a preliminary experiment was conducted to derive the parameters of the proposed new approach (the time interval and threshold). In the preliminary experiment, VR sickness responses and SSQ for 40 subjects were measured. Figure 5 shows the time interval and threshold derived by the preliminary experiment. The original VR content used in the prior experiment were divided into a total of 4 cases in accordance with the time interval as shown in Figure 5A (the time interval of case 1 was 5 seconds; case 2, 10 seconds; case 3, 15 seconds; and case 3, 20 seconds). Then, in each case, the VR sickness response average value in the divided section was derived as shown in Figure 5B. As a result, the time interval of case 3, with the smallest difference between the maximum and minimum values of VR sickness response, was derived as the time interval of the proposed approach (time interval=15 seconds). In addition, the average value of VR sickness response in case 3 was derived as the threshold (threshold=3). After the parameters were derived, the VR sickness reduction method to be used in the proposed approach was selected.

Visual guide was a visual element that induces gaze movement and is known to be effective in reducing VR sickness [21]. In addition, it was known that the effect of VR sickness reduction is higher as the FOV decreases [22]. As a result, as shown in Table 1, a total of 3 VR sickness reduction methods were designed to be used in the proposed approach to reduce VR sickness in real time, and each method was named M1, M2, and M3.

The first VR sickness reduction method (M1) was applied with the visual guide, which had a 30% size of aspect ratio, and a position synchronized with the direction of the user’s head movement. The second VR sickness reduction method (M2) applied the FOV that had a size of 90° and a position synchronized with the direction of the user’s head movement.

When M2 is applied, if the subject moves their head from the center to the left of the screen, the FOV is limited on the basis of the left side of the screen.

The third VR sickness reduction method (M3) was applied, the FOV which had a size of 90° and a position synchronized to the direction of the user’s gaze movement. When M3 is applied, if the subject moves their gaze from the center to the left of the screen, the FOV is limited on the basis of the left side of the screen.

Figure 6 shows examples of the VR sickness reduction methods to be used in the proposed new approach.

The experiment was performed using the protocol shown in Figure 7 for 3 VR sickness methods (M1-M3). The subject responded to MSSQ and SSQ before the experiment, and after wearing the HMD, calibration was performed for eye tracking. The experiment was conducted for a total of 35 min, and each of the methods (M1-M3) was randomly followed to ensure reliability. The subject’s real-time VR sickness response was measured with respect to those 3 methods while watching VR content.

During the experiment, if the VR sickness response is measured more than 3 times within 15 seconds, the aforementioned 3 methods are applied. Furthermore, the VR sickness reduction method is applied during the time interval, and if the VR sickness response is less than the threshold after the time interval, the method is discontinued.

After watching each VR content, subjects had time to respond to an SSQ and a questionnaire on fatigue and immersion; then, they had a period of rest to lower the level of VR sickness.
Figure 4. Experimental environment. HMD: head-mounted display; VR: virtual reality.

Figure 5. The time interval and threshold derived by the preliminary experiment: (A) are four cases of the preliminary experiment according to the time interval and (B) are the result of the preliminary experiment.

Table 1. Three virtual reality sickness reduction methods were used for the proposed approach.

<table>
<thead>
<tr>
<th>Method</th>
<th>Feature</th>
<th>Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>Visual guide 1</td>
<td>• Size: 30% of aspect ratio</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Position: movement with the direction of head movement</td>
</tr>
<tr>
<td>M2</td>
<td>Field of view 1</td>
<td>• Size: 90°</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Position: movement with the direction of head movement</td>
</tr>
<tr>
<td>M3</td>
<td>Field of view 2</td>
<td>• Size: 90°</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Position: movement with eye tracking (every second)</td>
</tr>
</tbody>
</table>
Ethics Approval
This study was approved by the institutional review board of Korea University of Technology and Education (approval 19090401).

Results
This section describes the experimental results for confirming the effectiveness of the proposed new approach. In total, 26 out of 40 subjects did not experience VR sickness; hence, VR sickness reduction methods were not applied, and results based on 14 subjects who experienced VR sickness were analyzed. First, the SSQ scores of M0 and those of M1 to M3 were compared using a paired t test (2-tailed). As a result of the analysis, when VR sickness reduction methods (M1-M3) were used, the scores of nausea, oculomotor discomfort, and disorientation were significantly reduced (for all, \( P < .05 \)).

The lowest SSQ score was observed in M2 and those of M1 and M3 were similar. Table 2 shows the results of VR sickness reduction in accordance with the SSQ score. Figure 8 shows the SSQ scores of the VR sickness reduction methods. Furthermore, the VR sickness response of M0 and that of M1 to M3 were compared using a paired t test. All of the VR sickness reduction methods (M1-M3) showed significant VR sickness reduction.

Similar to the results of the SSQ scores, the lowest result was observed in M2, and the results of M1 and M3 were similar. Table 3 shows the results of VR sickness reduction based on the VR sickness response. Figure 9 shows the VR sickness response to the methods.

Finally, from the results of the fatigue and immersion questionnaire, it was confirmed that M3 caused the most fatigue and simultaneously caused the lowest level of immersion. Table 4 shows the questionnaire results for fatigue and immersion. Figure 10 shows the questionnaire score for fatigue and immersion.
Table 2. The results of virtual reality sickness reduction method based on the simulator sickness questionnaire score.

<table>
<thead>
<tr>
<th>Method</th>
<th>Nausea</th>
<th>Oculomotor discomfort</th>
<th>Disorientation</th>
<th>Total score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Score</td>
<td>$t$ test (df)</td>
<td>$P$ value</td>
<td>Score</td>
<td>$t$ test (df)</td>
</tr>
<tr>
<td>M0</td>
<td>47.02</td>
<td>N/A $^b$</td>
<td>44.40</td>
<td>N/A</td>
</tr>
<tr>
<td>M1</td>
<td>22.49</td>
<td>2.917$^c$ (13) .01</td>
<td>21.66</td>
<td>3.261$^d$ (13) .006</td>
</tr>
<tr>
<td>M2</td>
<td>15.67</td>
<td>3.175$^b$ (13) .007</td>
<td>17.87</td>
<td>3.430$^d$ (13) .004</td>
</tr>
<tr>
<td>M3</td>
<td>20.44</td>
<td>2.385$^c$ (13) .03</td>
<td>23.28</td>
<td>2.668$^e$ (13) .02</td>
</tr>
</tbody>
</table>

$^a$Not determined.

$^b$N/A: not applicable.

$^c$Significant at $P<.05$.

$^d$Significant at $P<.01$.

Figure 8. The simulator sickness questionnaire (SSQ) score of virtual reality (VR) sickness reduction methods (M).

Table 3. The results of virtual reality (VR) sickness reduction based on the VR sickness response.

<table>
<thead>
<tr>
<th>Real-time VR sickness measurement</th>
<th>Score</th>
<th>$t$ test (df)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>M0</td>
<td>3.53</td>
<td>N/A $^b$</td>
<td></td>
</tr>
<tr>
<td>M1</td>
<td>1.66</td>
<td>4.988 (13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>M2</td>
<td>1.55</td>
<td>3.706 (13)</td>
<td>.003</td>
</tr>
<tr>
<td>M3</td>
<td>1.67</td>
<td>4.645 (13)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$Not determined.

$^b$N/A: not applicable.
Figure 9. The average score of the virtual reality (VR) sickness response for the VR sickness reduction methods (M).

![Average VR sickness response](image)

Table 4. The questionnaire results for fatigue and immersion.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Fatigue</th>
<th>Immersion</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>2.00</td>
<td>5.28</td>
</tr>
<tr>
<td>M2</td>
<td>1.92</td>
<td>5.71</td>
</tr>
<tr>
<td>M3</td>
<td>2.42</td>
<td>4.71</td>
</tr>
</tbody>
</table>

Figure 10. The questionnaire score for fatigue and immersion. VR: virtual reality. M: VR sickness reduction methods.

![Fatigue and Immersion scores](image)

Discussion

In this study, a new approach was proposed to reduce VR sickness in real time. The proposed approach used the VR sickness response, which is the result of the direct response of VR sickness that occurs while the user watches VR content wearing an HMD. Parameters necessary for the proposed approach were derived through preliminary experiments, and experiments were conducted to verify the effect of reducing VR sickness.

In addition, an experiment was conducted to confirm the effectiveness of the proposed approach, and from the experimental results, the following conclusions were drawn: (1) the methods (M1-M3) used previously [21,22] were effective
in reducing VR sickness; (2) the VR sickness response can indicate the user’s VR sickness condition from the result that the subject’s VR sickness response and SSQ score have a similar pattern; (3) a new approach to providing a VR sickness reduction method based on the VR sickness response was significant; and (4) the VR sickness reduction method synchronized with gaze movement, which caused fatigue and reduced immersion.

From our results, it was confirmed that VR sickness could be measured without wearing equipment, and the VR sickness reduction method could be applied in real time in accordance with the user’s condition by the approach proposed in this paper. The proposed approach is expected to contribute to the spread of VR content by being applied to content streaming services. This study has 2 limitations. First, a single type of VR content was used in the experiment; therefore, experiments using various types of VR content are needed to supplement the limitation. Second, the proposed method was applied after the user’s VR sickness occurred; hence, further studies attempting to predict and reduce VR sickness are required.

Acknowledgments

This work was supported by the National Research Foundation of Korea grant funded by the Korea government (grant NRF-2020R1F1A1076114). This study was partially supported by the Education and Research Promotion Program of the Korea University of Technology and Education in 2021.

Conflicts of Interest

None declared.

References


**Abbreviations**

- **FOV**: field of view
- **HMD**: head-mounted display
- **MSSQ**: Motion Sickness Susceptibility Questionnaire
- **SSQ**: simulator sickness questionnaire
- **VR**: virtual reality

©JuHy Won, Yoon Sang Kim. Originally published in JMIR Serious Games (https://games.jmir.org). 27.09.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Serious Games, is properly cited. The complete bibliographic information, a link to the original publication on https://games.jmir.org, as well as this copyright and license information must be included.
Corrigenda and Addenda

Correction: Effect of the “Art Coloring” Online Coloring Game on Subjective Well-Being Increase and Anxiety Reduction During the COVID-19 Pandemic: Development and Evaluation

JuZhe Xi*, PhD; YuHan Gao†, MSc; Na Lyu‡, MSc; Zhuang She§, MSc; XinYue Wang‖, BA; Xin-An Zhang¶, PhD; XiaoYu Yu∥, PhD; WeiDong Ji¶, MD; MengSheng Wei¶, MA; WeiHui Dai¶, PhD; XueSheng Qian§, PhD

1Shanghai Key Laboratory of Mental Health and Psychological Crisis Intervention, Affiliated Mental Health Center (ECNU), School of Psychology and Cognitive Science, East China Normal University, Shanghai, China
2Xinhua Hospital, Shanghai Jiao Tong University of Medicine, Shanghai, China
3College of Letters and Science, University of California, Berkeley, CA, United States
4Antai College of Economics & Management, Shanghai Jiao Tong University, Shanghai, China
5School of Management, Shanghai University, Shanghai, China
6Affiliated Mental Health Center (ECNU), Shanghai Changning Mental Health Center, Shanghai, China
7School of Management, Fudan University, Shanghai, China
*these authors contributed equally

Corresponding Author:
XueSheng Qian, PhD
School of Management
Fudan University
Room 722, Siyuan Building
670 Guoshun Road
Shanghai, 200433
China
Phone: 86 13916208229
Email: qianxuesheng@fudan.edu.cn

Related Article:
Correction of: http://mhealth.jmir.org/2022/3/e37026/

(JMIR Serious Games 2022;10(3):e41253) doi:10.2196/41253

In “Effect of the “Art Coloring” Online Coloring Game on Subjective Well-Being Increase and Anxiety Reduction During the COVID-19 Pandemic: Development and Evaluation” (JMIR Serious Games 2022;10(3):e37026) the authors made changes to affiliations 1 and 6:

1. In the originally published article, affiliation 1 was the following:
   Shanghai Key Laboratory of Mental Health and Psychological Crisis Intervention, School of Psychology and Cognitive Science, East China Normal University, Shanghai, China

A subunit was added to affiliation 1, which now reads as follows:
   Shanghai Key Laboratory of Mental Health and Psychological Crisis Intervention, Affiliated Mental Health Center (ECNU), School of Psychology and Cognitive Science, East China Normal University, Shanghai, China

2. In the originally published article, affiliation 6 was the following:
   Shanghai Changning Mental Health Center, East China Normal University, Shanghai, China

A change was made to affiliation 6, which now reads as follows:
   Affiliated Mental Health Center (ECNU), Shanghai Changning Mental Health Center, Shanghai, China

The correction will appear in the online version of the paper on the JMIR Publications website on August 16, 2022, together with the publication of this correction notice. Because this was made after submission to PubMed, PubMed Central, and other full-text repositories, the corrected article has also been resubmitted to those repositories.
Effectiveness of Using Augmented Reality for Training in the Medical Professions: Meta-analysis

Yahia Baashar1, MSc; Gamal Alkawsi2, PhD; Wan Nooraishya Wan Ahmad1, PhD; Hitham Alhussian3, PhD; Ayed Alwadain4, PhD; Luiz Fernando Capretz5, PhD; Areej Babiker6, PhD; Adnan Alghail7, PhD

1Faculty of Computing and Informatics, Universiti Malaysia Sabah, Labuan, Malaysia
2Institute of Sustainable Energy, Universiti Tenaga Nasional, Kajang, Malaysia
3Department of Computer and Information Sciences, Universiti Teknologi Petronas, Seri Iskandar, Malaysia
4Department of Computer Science, King Saud University, Riyadh, Saudi Arabia
5Department of Electrical & Computer Engineering, Western University, Ontario, ON, Canada
6Department of Computer Engineering, Future University, Khartoum, Sudan
7Department of World Languages, Greece Central School District, New York, NY, United States

Corresponding Author:
Yahia Baashar, MSc
Faculty of Computing and Informatics
Universiti Malaysia Sabah
751 Bandar
Labuan, 88400
Malaysia
Phone: 60 0102207514
Email: yahia.baashar@gmail.com

Abstract

Background: Augmented reality (AR) is an interactive technology that uses persuasive digital data and real-world surroundings to expand the user’s reality, wherein objects are produced by various computer applications. It constitutes a novel advancement in medical care, education, and training.

Objective: The aim of this work was to assess how effective AR is in training medical students when compared to other educational methods in terms of skills, knowledge, confidence, performance time, and satisfaction.

Methods: We performed a meta-analysis on the effectiveness of AR in medical training that was constructed by using the Cochrane methodology. A web-based literature search was performed by using the Cochrane Library, Web of Science, PubMed, and Embase databases to find studies that recorded the effect of AR in medical training up to April 2021. The quality of the selected studies was assessed by following the Cochrane criteria for risk of bias evaluations.

Results: In total, 13 studies with a total of 654 participants were included in the meta-analysis. The findings showed that using AR in training can improve participants’ performance time ($I^2=99.9\%\; P<.001$), confidence ($I^2=97.7\%\; P=.02$), and satisfaction ($I^2=99.8\%\; P=.006$) more than what occurs under control conditions. Further, AR did not have any effect on the participants’ knowledge ($I^2=99.4\%;\ P=.90$) and skills ($I^2=97.5\%;\ P=.10$). The meta-regression plot shows that there has been an increase in the number of articles discussing AR over the years and that there is no publication bias in the studies used for the meta-analysis.

Conclusions: The findings of this work suggest that AR can effectively improve performance time, satisfaction, and confidence in medical training but is not very effective in areas such as knowledge and skill. Therefore, more AR technologies should be implemented in the field of medical training and education. However, to confirm these findings, more meticulous research with more participants is needed.

(JMIR Serious Games 2022;10(3):e32715) doi:10.2196/32715
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Augmented reality (AR) is an interactive technology that uses persuasive digital data and real-world surroundings to expand the user's reality, wherein objects are produced by various computer applications [1,2]. Its use has become a widely debated topic among the medical community and has resulted in fertile ground for new types of research [3]. As a result, the health care sector and policy makers have been immediately able to realize the benefits of applying AR technologies, with education and training being noticeable applications of AR in medical settings [4-6]. However, since AR technologies enable learners to interact and visualize in 3D representations, medical professionals must have a vast amount of technological knowledge to efficiently adapt AR in practice [4,7,8]. Apart from the enormous benefits of AR for medical professionals, AR is also emerging as a useful guide for patient education and training, allowing physicians to clarify different surgical procedures and the functions of certain medications for patients and to explain new therapies in a more visual way [9-12]. Furthermore, AR can significantly improve a patient's experience and advance knowledge on complex issues, and these benefits contribute and lead to better health outcomes [6].

There are many applications of AR in medical settings. Kamphuis et al [13], for example, reported that AR has reached a mature level of use in the field of anatomical engineering, for various technologies, and in physiological training. Further, surgical training has also been revolutionized by AR. Although integrating virtual reality (VR) and AR training into medical school and residency programs would necessitate prototype testing and entirely new teaching methods, AR has the potential to completely transform medical and science training [14-16]. Early adopters of AR innovations in medical training have noted several benefits, including the ability to simulate real-life scenarios without risking real-world consequences. Despite these advancements, there is still a lack of published experimental and observational work on the effectiveness and usefulness of AR in medical training and education [16].

In their work, Eckert et al [17] provided an overview of the development of AR applications in health care from 2012 to 2017. According to their findings, despite an increasing number of publications on AR in medicine, there have been no significant clinical trials on AR effectiveness. However, display-related domains tended to receive more research attention than other AR interventions.

The literature shows some discrepancies in the effectiveness of AR in medical training. To date, most of the meta-analysis research on the efficiency of VR and virtual patients in medical education has been carried out by Chen et al [18] and Kononowicz et al [19]. Their research has inspired this study, and there is some thematic overlap, but they presented their findings in a different way. However, to the best of our knowledge, no meta-analysis has been conducted to assess AR in medical training, with the exception of 2 studies—those by Williams et al [20] and Barsom et al [16], which conducted a systematic review with no meta-analysis. Therefore, filling this gap represents a significant addition to the literature. The primary goal of this study is to perform a meta-analysis on the efficacy of AR in 5 areas of learning and training. These include participants’ skills (eg, the ability to illustrate a certain process), knowledge (eg, the ability to understand a certain concept), confidence (eg, the ability to learn certain content with self-confidence), performance time (eg, the amount of time spent on a certain task), and satisfaction (eg, the level of learning fulfillment for a certain AR intervention). The findings of this work have many implications for policy makers, patients, medical students, and professionals and for using AR technology to facilitate learning and training mechanisms in the medical field. This meta-analysis seeks to address the following research questions (RQs):

- **RQ1**: What are the characteristics of studies using AR in medical training?
- **RQ2**: What kind of AR interventions were used to assist with medical training?
- **RQ3**: Does the use of AR have an effect on medical training when compared to other methods?

### Methods

#### Overview

The **Methods** section discusses the approaches used to obtain specific publications as well as the constraints and eligibility requirements that were used [21]. Following that, an overview of the standards used to interpret the studies and associated variables is provided. This meta-analysis was carried out in compliance with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [22]. A checklist of all PRISMA items is presented in Multimedia Appendix 1.

#### Eligibility Criteria

The meta-analysis included studies that (1) were published between 2013 and April 2021, (2) were written in English, and (3) primarily focused on AR for learning and training. Further, we excluded studies that (1) used other virtual platforms, such as VR and virtual patients, and (2) had no experimental data. However, based on the PICO (Population, Intervention, Comparison, Outcomes) framework, our final analysis incorporated various trials, including those with randomized controlled and mixed designs. **Textbox 1** illustrates all of the PICO elements used for the inclusion criteria.
Criteria and descriptions

- **Population**
  - Sex (male or female)
  - Age (>15 years)
  - Target group (medical professionals, residents, patients, or students)

- **Intervention**
  - All types of augmented reality technology used in training or learning.

- **Comparison**
  - Augmented reality, nonaugmented reality, and conventional methods (e.g., paper or pen, classes, simulations, or presentations)

- **Outcomes**
  - Knowledge
  - Confidence
  - Skills
  - Performance time
  - Satisfaction

Information Source and Search Strategy

We conducted a web-based literature search in the Cochrane Library, PubMed, Embase, Web of Science and Google Scholar databases from February to April 2021. We also manually checked the reference lists of the eligible studies to identify and acquire additional relevant publications. We used the following set of keywords, terms, and logical operators: “augmented reality” OR “AR” OR “mixed reality” OR “patient simulation” AND “medical training” OR “medical education” OR “health professions training.” Some of the search strategies and terms used are presented in Multimedia Appendix 2. It is worth mentioning that the search strategies were slightly modified to suit each web-based database. EndNote X9 (Clarivate) software was used to manage and import the selected documents and to remove duplicates. This process was carried out by 2 authors (YB and GA) of this study.

Data Extraction

Data were placed into an extraction spreadsheet by using Microsoft Excel 2019. From each of the studies, information was extracted based on the study characteristics, designs, and participants. These data included the names of authors, the years of the studies, the locations of the studies, sample sizes, participant types, study designs, and interventions and outcomes. EndNote X9 was also used to obtain some publication data, such as titles, publishers, URLs, digital object identifiers, page numbers, issue numbers, and volume numbers. The process of data extraction was initially performed by 2 authors (HA and A Alwadain) and was then validated by another 2 authors (WNWA and LFC).

Risk of Bias Assessment

The quality of the studies was assessed by 2 authors (AB and A Alghail). We followed the criteria of the Cochrane Handbook for Systematic Reviews of Interventions [23] in the risk of bias assessment process. These include 7 domains that correspond to a particular kind of bias. Each domain was given a score (a “high risk,” “low risk,” or “unclear risk” of bias), and any disagreements among coauthors were settled via consensus.

Statistical Analysis

RevMan 5.4 (The Cochrane Collaboration) software was used to perform the risk of bias assessment; different scales were used by different authors to measure the outcomes; therefore, raw data could not be compared directly. Thus, the R 4.0.2 (R Foundation for Statistical Computing) software was used to transform raw data, so that STATA 14.0 (StataCorp LLC) could be used to run the analysis directly. The metacont package on R was used to transform the data on the sample sizes, SDs, and means of the control and AR groups. Data on the sample sizes, means, and SDs of only the AR groups were transformed by using the metamean package. Only 1 study [24] recorded the sample size and the proportion of participants on whom AR had a positive effect. The effect sizes and CIs were generated by using the two different packages. STATA 14.0 was used to generate the forest plot for each outcome, which used the transformed data (effect size and CI), via the metan command. The statistical heterogeneity among the selected studies was measured by using $I^2$ in each analysis and a 5% significance level. The random effect model was selected for the analysis carried out because the true effect sizes underlying all studies were stochastic.

Results

Study Selection

From our initial search of 5 potential databases, we found a total of 1832 records. We identified a total of 1839 records, including...
relevant reference lists \((n=7)\). Duplicate records \((973/1839, 52.9\%)\) were removed. Following that, a total of 866 of the 1839 \((47.1\%)\) studies were screened based on their titles, abstracts, and keywords, and 798 were excluded after applying the eligibility criteria. A total of 68 studies were downloaded and evaluated via full-text screening, of which 55 were excluded for various reasons (Figure 1). Finally, 13 studies with a total of 654 participants were eligible for the meta-analysis; 2 studies used the same set of participants for both the control and AR groups [25,26], while another 6 studies [27-32] that also measured both the control and AR groups divided the sample size.

**Figure 1.** Study screening and selection flowchart. VR: virtual reality.

---

**Study Characteristics**

As presented in Table 1, the trials of the selected studies were performed in the following ten countries: Germany [27,28,30], the United States [24,31], the United Kingdom [33], Canada [34], Italy [35], Sweden [26], Finland [32], Switzerland [29], Spain [36], and South Korea [25]. Furthermore, 10 of the 13 studies, adopted a randomized control trial [24,26-29,32-36], 2 studies had a mixed design [30,31], and 1 study used a cohort approach [25]. The number of participants in the studies ranged between 4 and 372. With regard to these participants, 5 trials recruited medical and nursing students [25,27,28,30,31]; 2 trials involved pediatric and psychiatry residents [26,29]; 1 trial recruited visitors to a center [32]; and the remaining trials \((n=5)\) included multiple participants, such as physicians, registered nurses, technicians, residents, students, clinicians, clients, hosts, and paramedics [24,33-36].

In recent years, the use of AR in the medical field has attracted the attention of academics and researchers, as evidenced by the increasing number of publications devoted to AR. This is demonstrated by the fact that 8 of the 13 studies were conducted between 2019 and 2021. The characteristics of the selected studies, including the outcome measures, interventions, and types of participants, are shown in Table 1. Additional details regarding the AR and control groups are presented in Multimedia Appendix 3.
<table>
<thead>
<tr>
<th>Author, year</th>
<th>Country</th>
<th>Brief description</th>
<th>Participants</th>
<th>Sample size, n (number of participants in each study group)</th>
<th>Study design</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albrecht et al, 2013 [27]</td>
<td>Germany</td>
<td>Comparing the effect of MAR(^a) to that of a textbook, with consideration for essential psychological qualities</td>
<td>Students</td>
<td>10 (6 and 4)</td>
<td>RCT(^b)</td>
<td>Skill and confidence</td>
</tr>
<tr>
<td>Balian et al, 2019 [24]</td>
<td>United States of America</td>
<td>Testing the feasibility of an AR(^c) training system (Microsoft HoloLens) for CPR(^d) among medical professionals</td>
<td>Physicians, nurses, and technicians</td>
<td>51 (N/A(^e))</td>
<td>RCT</td>
<td>Performance time and satisfaction</td>
</tr>
<tr>
<td>Ingrassia et al, 2020 [35]</td>
<td>Italy</td>
<td>Assessing the feasibility of an AR prototype for BLSD(^f) training</td>
<td>Physicians, nurses, and residents</td>
<td>26 (N/A)</td>
<td>RCT</td>
<td>Confidence and satisfaction</td>
</tr>
<tr>
<td>Kim et al, 2021 [25]</td>
<td>Korea</td>
<td>Evaluating the usability and feasibility of AR (smart glasses) for nursing training skills</td>
<td>Students</td>
<td>30 (N/A)</td>
<td>Cohort</td>
<td>Skill, performance time, satisfaction, and knowledge</td>
</tr>
<tr>
<td>Kotcherlakota et al, 2020 [31]</td>
<td>United States of America</td>
<td>Assessing the use of AR (clinical simulation) in the management of pediatric asthma outcomes</td>
<td>Students</td>
<td>21 (12 and 9)</td>
<td>Mixed</td>
<td>Confidence and satisfaction</td>
</tr>
<tr>
<td>Muangpoon et al, 2020 [33]</td>
<td>United Kingdom</td>
<td>Proposing an AR system (Microsoft HoloLens, 1st Gen) to improve the learning and teaching of DRE(^g)</td>
<td>Clinicians and students</td>
<td>19 (N/A)</td>
<td>RCT</td>
<td>Skill, knowledge, and satisfaction</td>
</tr>
<tr>
<td>Noll et al, 2017 [28]</td>
<td>Germany</td>
<td>Assessing learning success by comparing learners with and without MAR</td>
<td>Students</td>
<td>44 (22 and 22)</td>
<td>RCT</td>
<td>Knowledge and skill</td>
</tr>
<tr>
<td>Pantziaras et al, 2015 [26]</td>
<td>Sweden</td>
<td>Evaluating the impact of virtual patient training on the knowledge of stress disorder management and symptoms</td>
<td>Residents</td>
<td>32 (N/A)</td>
<td>RCT</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Savela et al, 2020 [32]</td>
<td>Finland</td>
<td>Investigating the features of MAR for learning and sociability</td>
<td>Visitors</td>
<td>372 (231, 71, and 71)</td>
<td>RCT</td>
<td>Knowledge and satisfaction</td>
</tr>
<tr>
<td>Schiffeler et al, 2019 [30]</td>
<td>Germany</td>
<td>Assessing the effects of AR on interaction and communication</td>
<td>Students</td>
<td>13 (7 and 6)</td>
<td>Mixed</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Siebert et al, 2017 [29]</td>
<td>Switzerland</td>
<td>Evaluating whether the adaption of AR glasses with AHA(^h) guidelines can reduce the time and deviation of essential life-saving exercises throughout pediatric CPR when compared to those of PALS(^i)</td>
<td>Residents</td>
<td>20 (10 and 10)</td>
<td>RCT</td>
<td>Performance time and confidence</td>
</tr>
<tr>
<td>Vidal-Balea et al, 2021 [36]</td>
<td>Spain</td>
<td>Evaluating MAR games that teach and train people how to use pediatric medical applications (the games also monitor training progress)</td>
<td>Clients and hosts</td>
<td>4 (N/A)</td>
<td>RCT</td>
<td>Performance time</td>
</tr>
<tr>
<td>Wang et al, 2017 [34]</td>
<td>Canada</td>
<td>Developing a telemedicine platform using AR (Microsoft HoloLens) to improve medical training remotely</td>
<td>Paramedics and students</td>
<td>12 (N/A)</td>
<td>RCT</td>
<td>Performance time and satisfaction</td>
</tr>
</tbody>
</table>

\(^a\)MAR: mobile augmented reality.  
\(^b\)RCT: randomized controlled trial.  
\(^c\)AR: augmented reality.  
\(^d\)CPR: cardiopulmonary resuscitation.  
\(^e\)N/A: not applicable.  
\(^f\)BLSD: basic life support and defibrillation.  
\(^g\)DRE: digital rectal examination.  
\(^h\)AHA: American Heart Association.  
\(^i\)PALS: pediatric advanced life support.
Risk of Bias

Figure 2 and Figure 3 present the risk of bias assessment, which was performed according to the Cochrane criteria. Of the 13 studies, 10 detailed randomized methods [24,26-28,30-33,35,36], while the rest of the studies (n=3) [25,29,34] reported no sequence generation methods. Only 3 trials reported concealment methods [25,32,34]. Furthermore, 3 studies reported dropouts [29,30,33] but did not go into detail about how they were handled. Due to the uniqueness of the intervention methods, no blinding methods were reported for participants in any of the trials. The blinding of assessors was used in 5 trials [26,27,29,35,36].

Figure 2. Risk of bias assessment of each selected study [24-36].

Publication Bias

The most significant issue with meta-analyses is the possibility of bias and error arising from combining multiple studies, especially unrelated studies. Creating a funnel plot is one of the key methods used for testing common publication bias. The graphics in the funnel are obvious scatter plots for the effect size approximated in each selected study versus the unit of sample size reported in the studies [37]. If there is no bias, the graphic resembles an upside-down funnel. However, if a publication bias exists, the graphic should be asymmetric and distorted [38]. Figure 4 shows the funnel plot that we used to test for publication bias.

As can be seen in Figure 4, the 13 studies included in the meta-analysis are symmetrically placed on both sides of the vertical effect size line and are very close to the symmetrical and merged effect size lines. If there is no publication bias, studies should be distributed symmetrically on both sides of the vertical line depicting the merged effect size. If the studies are placed outside of the pyramid, they should be concentrated in the upper or middle parts of the plot. However, if there is a bias, most of the studies will be in the funnel plot’s bottom part or in
only 1 vertical line segment [39]. The effect sizes of the included studies are distributed in a symmetrical manner, with only 5 studies located outside of the pyramid. However, it is worth noting that 4 of these studies are located in the upper part of the pyramid. This pattern shows that the studies included in this work have no publication bias.

As shown in Figure 5—the meta-regression plot—the true effect sizes between the control and AR groups are 1.8 for the 2013 study [27]; 0.9 for the 2015 study [26]; 2.2, 0.2, and −0.9 for the 2017 studies [28,29,34], respectively; 1.2 and 0.9 for the 2019 studies [24,30], respectively; 0.4, −1, 0.2, and 1.5 for the 2020 studies [31-33,35], respectively; and finally, −3.1 and 0.8 for the 2021 studies [25,36], respectively.

Results of the Meta-analysis
A meta-analysis was performed by using the data set in Multimedia Appendix 4 for each of the five outcomes (ie, knowledge [Multimedia Appendix 5], performance time [Multimedia Appendix 6], satisfaction [Multimedia Appendix 7], confidence [Multimedia Appendix 8], and skills [Multimedia Appendix 9]). The coding of the final analysis is also provided in Multimedia Appendix 10.

Knowledge
Only 6 of the 13 selected studies recorded knowledge as scores [25,26,28,30,32,33]. The total number of participants who measured their knowledge was 510. The findings from the plot (Figure 6) showed that there is no relationship between AR training and improvement in the participants’ knowledge (Z=0.130; P=.90).
Skills
A total of 4 studies used skill as the outcome measurement [25,27,28,33]. The total number of participants that participated in measuring skill was 103. The plot (Figure 7) revealed that there is no statistical relationship between AR training and participants’ skills ($Z = 1.668; P = .10$). There is high heterogeneity among the studies.

Confidence
In total, 4 studies recorded confidence outcomes [27,29,31,35]. The total number of participants who measured their confidence was 77. There was a statistical relationship between AR training and participants’ confidence, as the $P$ value was significant according to the plot ($Z = 2.363; P = .02$; Figure 8).

Performance Time
Performance time was assessed as an outcome measure in 5 studies [24,25,29,34,36]. The total number of participants that participated in measuring performance time was 129. There was a statistical relationship between AR training and participants’ performance time because the $P$ value was significant according to the plot ($Z = 4.596; P < .001$; Figure 9).
Figure 9. Forest plot showing the effectiveness of augmented reality on performance time [24,25,29,34,36]. Weights are from the random-effects model. RR: risk ratio.

<table>
<thead>
<tr>
<th>STUDY</th>
<th>RR (95% CI)</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kim et al (2021)</td>
<td>3.06 (2.85, 3.26)</td>
<td>20.99</td>
</tr>
<tr>
<td>Senter et al (2017)</td>
<td>0.17 (0.71, 1.09)</td>
<td>20.81</td>
</tr>
<tr>
<td>Wu et al (2017)</td>
<td>0.20 (0.16, 1.04)</td>
<td>20.08</td>
</tr>
<tr>
<td>Bae et al (2019)</td>
<td>1.00 (0.91, 1.10)</td>
<td>19.64</td>
</tr>
<tr>
<td>Vidal et al (2021)</td>
<td>0.01 (0.00, 0.01)</td>
<td>20.11</td>
</tr>
<tr>
<td>Heterogeneity= 99.99%, p&lt;0.0001</td>
<td>24.22 (13.09, 34.59)</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Satisfaction

A total of 7 studies reported participants’ satisfaction [24,25,31-35]. The total number of participants who measured their satisfaction was 543. There was a statistical relationship between AR training and participants’ satisfaction according to the plot (Z=2.760; P=.006; Figure 10).

Figure 10. Forest plot showing the effectiveness of augmented reality on satisfaction [24,25,31-35]. Weights are from the random-effects model. RR: risk ratio.

<table>
<thead>
<tr>
<th>STUDY</th>
<th>RR (95% CI)</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sreeb et al (2020)</td>
<td>-0.28 (-0.46, -0.09)</td>
<td>14.33</td>
</tr>
<tr>
<td>Wang et al (2017)</td>
<td>0.04 (-0.28, 0.35)</td>
<td>14.08</td>
</tr>
<tr>
<td>Ingassin et al (2020)</td>
<td>4.00 (3.94, 4.06)</td>
<td>14.29</td>
</tr>
<tr>
<td>Kim et al (2021)</td>
<td>9.00 (8.74, 9.26)</td>
<td>14.32</td>
</tr>
<tr>
<td>Kitchinerin et al (2020)</td>
<td>3.81 (3.58, 4.04)</td>
<td>14.32</td>
</tr>
<tr>
<td>Mustepceen et al (2020)</td>
<td>4.40 (4.13, 4.67)</td>
<td>14.31</td>
</tr>
<tr>
<td>Bae et al (2019)</td>
<td>0.02 (0.01, 0.03)</td>
<td>14.24</td>
</tr>
<tr>
<td>Heterogeneity= 99.99%, p&lt;0.0001</td>
<td>3.20 (0.53, 5.48)</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Discussion

Main Findings

The usefulness of AR simulation methods in medical training was evaluated in this meta-analysis. In terms of skill outcomes, AR training did not outperform other educational methods for medical training. A study on the use of AR in medical education found that students’ skills improved after the intervention [25]. In terms of skill performance scores and success rates, it was found that AR groups did not exhibit any statistical relationships, even though each of the trials that reported skills (ie, those included in our study) used different education and training methods for their control groups.

There was a statistical difference (P=.02) between the AR and control groups in terms of confidence. Participants’ confidence was improved by AR when compared to that of participants in control conditions. It was found that AR training had a greater effect on participants’ confidence.

The F values reported throughout the Results section are very high, indicating that there was a huge level of heterogeneity between studies. In terms of knowledge outcomes, participants who underwent AR training did not outperform those who used other educational methods for medical training. However, a previous study that looked at how AR affects learning found that AR was more effective for knowledge retention [27] and that students are more likely to make connections between concepts when they are in an interactive learning environment. As a result, more research into the impact of AR on knowledge in medical training is needed in the future.

Between the control and AR groups, there was a significant difference in participants’ satisfaction (P=.006). Of the 7 studies that recorded satisfaction as an outcome, 4 [25,32-34] indicated partial satisfaction. Some participants remarked on how difficult it is for AR technology to affect user satisfaction. As a result, we believe that participants’ satisfaction with AR training may vary depending on technical factors. AR technology will be better able to satisfy users as the technology advances.

A meta-analysis of performance time was also carried out. The findings suggested that AR was more effective than other training methods at reducing performance time. However, we found that AR was more efficient than other methods in enhancing performance time. The observed heterogeneity could have been due to the various research designs and settings used in the selected studies, such as surgical projects, AR devices, and control group training methods. One study [36] on the efficiency of AR endoscopy simulation training analyzed performance time based on real-world data and found no significant difference between the AR and control groups, but the evidence quality was poor. Other studies that measured performance time as an outcome found that AR can assist operators in reducing performance time [24,25].
Strengths and Limitations
One of the main strengths of this work is being among the first meta-analyses to be conducted on the effectiveness of AR in medical training, which presents a significant contribution to the advancement of AR in the medical field. Furthermore, our work involved an assessment of 13 trials with a total of 654 participants from various countries.

Our work has some limitations as well. The first is that we only included articles that focused on AR as an intervention, which made it difficult to find a large number of studies. Second, some of the studies included in the review omitted information about allocation concealment, sequence generation, and blinding methods. Finally, the 13 trials we evaluated used different teaching and training methods for their control groups, which could lead to significant heterogeneity.

Conclusions
The effectiveness of AR training methods in the medical field was assessed in this work. The meta-analysis included 13 trials with a total of 654 participants that were completed between 2013 and 2021. In all trials, AR training was used as an intervention in AR groups, while conventional methods were used for control groups. Based on our findings, medical students' performance time, confidence, and satisfaction can be improved by using AR training and education methods. However, there was no statistical difference between the skills and knowledge that participants gained by undergoing AR training and those gained via conventional training methods. The use of AR should therefore be adopted in medical department training because of its significant effect on the performance time of participants. In general, AR should be used to expand knowledge and as a supplement to other simulation approaches to enhance clinical practice quality and safety. It is very noticeable that there are considerable gaps in the literature regarding the use of AR technology in medical training, and a limited number of studies exist, suggesting that further research efforts in this area are needed.
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Abstract

Background: Virtual reality (VR) is used as a distraction measure during painful clinical procedures associated with the use of needles. These procedures include vaccinations, blood draws, or the administration of medications, which can cause children to feel increased levels of pain and fear.

Objective: The objective of this study was to collect and analyze the current evidence regarding the effectiveness of VR as a tool to distract children from pain and fear during needle procedures as compared to that of standard techniques.

Methods: A systematic review and meta-analysis was performed. We included randomized clinical trials (RCTs) or quasi-RCTs with participants younger than 21 years who underwent needle procedures in which the main distraction measure used was VR and where the main outcome measure was pain. The databases searched included the PubMed, Web of Science, Scopus, PsycINFO, CINAHL, and Cochrane libraries. In this systematic review, the studies were analyzed by applying the Critical Appraisal Skills Program guide in Spanish and the Jadad scale. In the meta-analysis, the effect size of the studies was analyzed based on the results for pain and fear in children.

Results: From 665 unique search results, 21 studies were included in this systematic review, most of which reported low methodological quality. The study sample cohorts ranged from a minimum of 15 participants to a maximum of 220 participants.

Ten studies were included in the meta-analysis. The global effect of using VR as a distraction measure was a significant reduction in pain (inverse variance [IV] −2.37, 95% CI −3.20 to −1.54; Z=5.58; P<.001) and fear (IV −1.26, 95% CI −1.89 to −0.63; Z=3.92; P<.001) in children in the experimental groups.

Conclusions: The quality of the studies was mostly low. The main limitations were the impossibility of blinding the participants and health care personnel to the VR intervention. Nonetheless, the use of VR as a distraction measure was effective in reducing pain and fear in children during procedures involving needles.

(JMIR Serious Games 2022;10(3):e35008) doi:10.2196/35008
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**Introduction**

**Background**

The main problems experienced in pediatric care are pain and fear. This is especially true for procedures associated with the use of needles such as vaccinations, blood draws, or the administration of medications [1,2]. This causes difficulties in the administration of health care and can result in parental dissatisfaction [3]. The International Association for the Study of Pain defines pain as “an unpleasant sensory and emotional experience associated with actual or potential tissue damage or described in terms of such damage” [4]. Pain, therefore, is a complex experience that involves sensory, cognitive, behavioral, and psychological factors [5]. In turn, fear is an immediate alarm reaction to danger, which triggers an escape behavior and an intense physiological response [6]. The pain and fear that children experience when facing needle procedures is a concern for health care professionals. Therefore, various techniques are being studied to help reduce its impact. Indeed, the administration of drugs is not always indicated to reduce pain and fear in these procedures [7]. Rather, the use of distractions during painful procedures appears to be one of the most effective ways to decrease pain and distress in children [8]. For example, music or toys have already been effectively used as distraction measures to help reduce pediatric pain. Nonetheless, virtual reality (VR) is a novel technique that has been proven to be more effective than traditional methods [3].

VR is a computer technology that creates a 3D-simulated artificial environment [5]. It usually requires wearing special glasses that cover a wide field of vision and which include motion tracking systems at the eye level [9]. These glasses can be connected to a computer or a telephone [5]. VR makes it easier to divert attention away from the painful procedure so that children will have a slower response to pain signals by counteracting them with an experience of pleasant stimuli [10,11]. Several studies have evaluated the use of VR as a distraction measure during painful procedures such as venipuncture [3,12-15], tooth extraction [16-19], or burns treatment [20-24]. However, these studies have certain limitations such as the use of small sample sizes or poor methodological quality. Comparing the findings of these studies is difficult because the works published to date have evaluated a wide breadth of invasive medical care types. Furthermore, we were able to identify only 2 systematic reviews and 1 meta-analysis that analyzed the use of VR in children. However, these studies had evaluated several medical procedures, including dental procedures, burns treatments, oncological care, or physical therapy sessions [3,25]. The variation in the procedural conditions using VR implies a lack of evidence to support its use in needle procedures. Thus, highlighting these issues, this systematic review and meta-analysis focused on the effect of VR on pain and fear while undergoing needle procedures in children.

**Objectives**

The general objective of this study was to collect and analyze the current evidence available regarding the effectiveness of VR as a tool to distract pediatric patients from potential pain and fear while undergoing needle procedures compared to the distractions by standard techniques. Regarding the specific objectives, our first aim was to analyze the studies included in the systematic review to assess their methodological quality. Second, our objective was to analyze the effect of the randomized controlled trials (RCTs) included in our meta-analysis.

**Research Question**

Is the use of VR as a distraction measure effective for reducing the perception of pain in children while performing needle procedures?

**Methods**

**Study Design**

This is a systematic review and meta-analysis of studies that evaluated the effect of VR as the main distraction measure to reduce the perception of pain in children undergoing needle procedures.

**Inclusion Criteria**

Studies were included in this paper based on the following criteria: (1) the participants were younger than 21 years; (2) studies where the use of VR was the primary distraction means used during needle procedures; (3) studies, including pilot studies, with an RCT or quasi-RCT methodological design; and (4) studies where the main outcome measure was pain.

**Data Sources**

For this study, we consulted the PubMed, Web of Science, Scopus, PsycINFO, CINAHL, and Cochrane databases. The literature search was conducted between January 2020 and June 2021. Two independent researchers comprehensively reviewed the results obtained in each of the studies and subsequently compared the selected papers.

**Research Strategy**

The medical subject heading keyword terms used in the search were reality, virtual, virtual reality, virtual reality headset, virtual reality exposure therapy, child*, pediatric, adolescent, intervention, program*, pain, ache, procedural, acute pain, pain perception, fear, and fears. All these terms were combined with the Boolean AND and OR functions and no filters were applied to limit the search. Search strategies were created specifically for each database by using the medical subject heading terms described above (Multimedia Appendix 1). No publication date or language restrictions were applied.

**Study Selection Process**

First, we evaluated the scientific literature to identify studies that met the inclusion criteria. To do this, we read the title and abstract from each of the identified papers. Two of our authors (RCG and MLV) independently performed an initial screening by reading the study titles and abstracts. After this process, the researchers discussed their results based on the predetermined inclusion and exclusion criteria. There was a 6% discrepancy in the opinions of these authors, which was resolved by further discussion to reach a consensus.
Data Extraction

Once the full-text papers were selected, 2 authors (RCG and CRZ) analyzed the studies based on their general characteristics and methodological quality. In this process, these researchers jointly extracted the relevant information from these publications. This information was transferred to 2 tables. First, the general characteristics of the studies were included in Multimedia Appendix 2. Subsequently, the methodological quality of all the studies was analyzed based on the Critical Appraisal Skills Program guide in Spanish (CASPe) scale, and this information was completed by performing a quantitative evaluation using the Jadad scale; these data are shown in Multimedia Appendix 3.

Protocol and Registration

This systematic review was registered with the Open Science Framework (OsF.io/cd8nnr) in October 2021.

Data List

The general characteristics (Multimedia Appendix 2) of the studies provide information, including the following elements: author, study year and country, overall sample size, number of participants in the control and intervention groups, participant age, study type, variables and measurement instruments used, and finally, positive (P<0.05), negative (P>0.05), or inconclusive (±) results. Multimedia Appendix 3 provides an assessment of the methodological quality of the studies that we included in this review according to the CASPe [26]. This tool organizes data about each study into 3 sections: validity, results, and applicability. We used the Jadad scale [27], which assesses research quality on a scale of 0 to 5 points according to the responses to a series of questions, to complete this information. Scores below 3 points suggested that little methodological rigor had been applied during the study in question. This allowed us to objectively assess the following parameters: random sequence generation, allocation concealment, blinding of participants and personnel, and blinding to the outcome assessment. To guarantee the quality of this meta-analysis, we followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) statement guidelines [28] (Tables S4 and S5 of Multimedia Appendices 4 and 5, respectively).

Risk of Bias Assessment

The Cochrane Collaboration Risk of Bias Tool [29] was used to assess the risk of bias in the studies included in the meta-analysis in 5 categories: selection bias, performance bias, detection bias, attrition bias, and reporting bias. For selection bias, which refers to the introduction of differences between groups at baseline, random sequence generation and allocation concealment were judged. Performance bias was analyzed based on blinding of the participants and personnel. Detection bias referred to blinding of the outcome assessors. Attrition bias included different rates of withdrawals between groups and was judged according to the proportion of incomplete outcome data. Finally, reporting bias described selective reporting.

The Cochrane Collaboration Handbook for Systematic Reviews for Interventions was used to analyze the risk of bias from studies not included in the meta-analysis. This analysis included selection bias when randomization was analyzed, performance bias when blinding between participants and personnel was tested, detection bias when blinding between participants and outcome assessors was tested, attrition bias where dropouts were analyzed, and reporting bias where they were analyzed, and the outcomes were selectively reported [29].

Analysis of the Meta-analysis Data

Employing the random effects model in Review Manager software (RevMan v.5.2; Cochrane Collaboration), 2 meta-analyses were carried out to examine the overall effect of the intervention on pain and fear in children. We used this model because we wanted to limit overestimation of the effect size. The studies included had an RCT design and contained complete statistical information; the effects were expressed as mean differences with a 95% CI. The heterogeneity of the studies was assessed by calculating the $I^2$ statistic, and the variance between the studies was examined by calculating Tau². When the significance level was set at .05, the heterogeneity of the studies we included was high for both these variables (94% and 96%, respectively; $P<0.01$). Lastly, to increase the precision of the effect size estimator, the effect sizes proposed by Cohen [30] were calculated (small effect, $d=0.20$; medium effect, $d=0.50$; and large effect, $d=0.80$).

Results

Search Results

As shown in Figure 1, our initial search returned a total of 665 papers. After eliminating 211 duplicates, 2 researchers (RCG and MLV) initially screened the 454 studies by reading their titles and abstracts. There was a 6% discrepancy in their opinions, which was resolved by reaching a consensus based on the eligibility criteria of the papers. This selection further reduced the sample to 96 manuscripts. Reading the full texts of these papers revealed that only 46 papers had focused on the use of VR to reduce pain during procedures involving needles, some of which had also addressed fear in these patients. Lastly, 3 of our authors (RCG, MLV, and CRZ) critically read all these papers and excluded another 25 papers because they did not meet the inclusion criteria, as described in Figure 1. Thus, 21 studies were finally included in this systematic review, and only 10 were eligible for inclusion in the meta-analysis [31] (Figure 1).
General Characteristics of the Studies

Multimedia Appendix 2 summarizes the main characteristics and results of the selected studies. The 21 studies ranged from the year 2002 to 2021; 76% (16/21) of them had been published between 2018 and 2021 [32-47], while the rest had been published between 2002 and 2007 [48-52]. Most of the research (11/21, 52%) had been conducted in North America [33,35-37,39,40,48-52], but 14% (3/21) of the work was from Europe [34,35,37] and 33% (7/21) had been performed in Asia [32,36,38-40,44-52]. Regarding the contexts of these VR studies, 95% (20/21) of them had been carried out in hospitals [32-50,52], while 5% (1/21) had been completed in primary health care centers [51]. Most of the procedures involving needles in which VR had been used were venipunctures (14/21, 67%) [32,34,35,37-43,45,47,49,51], followed by subcutaneous venous puncture for reservoir-type venous access (4/21, 19%) [33,36,48,52]. One study had used VR during lumbar punctures [50]. The remaining one had conducted research analyzing venipunctures or intramuscular injections [42]. The study sample cohorts ranged from a minimum of 15 [41] to a maximum of 220 individuals [33]; 43% (9/21) of the studies had analyzed a sample comprising fewer than 100 participants [35,37,41-43,48,49,51,52]. In the different studies, the age of the children ranged from 4 years to 21 years, while the study duration varied between 14 weeks and 20 months; 57% (12/21) of the studies collected data for less than a year [32,34,37,39-41,43,44,46,47], 10% (2/21) had done so for 13 months or more [33,45], and 33% (7/21) of them had not reported this information [38,42,48-52]. We identified most of the studies (16/21, 76%) as RCTs [32-34,36-40,42-47,49,52] but 10% (2/21) were pilot studies [48,50] and 10% (2/21) were quasi-experimental studies [35,41].

Quality of the Studies

We assessed the quality of the studies according to the CASPe and Jadad guidelines (see Multimedia Appendix 3). Only 14% (3/21) of the studies were rated as high quality [37,44,45], with the remaining 86% (18/21) being rated as low quality [32-36,38-40,44-52]. Specifically regarding the random assignment of patients to the study groups, 10% (2/21) [34,35] of the studies had not carried out randomization. The participants had been randomly assigned in 19% (4/21) of the studies [32,49,50,52], but none of these authors had specified the type of procedure they had used to perform the randomization, and this information was uncertain in another study (1/21, 5%) [41]. The participants had been randomly assigned in the remaining 71% (15/21) of the studies [33,36-40,42-48,51]. Given the active nature of these interventions, most of the studies had not blinded the participants to their group assignment. Moreover, only 4 (19%) of them [37,39,45,52] had blinded the group assignment to the observers or health professionals, although none of them...
had been able to maintain this blinding until the end of the work. The preintervention VR and control group characteristics were similar in terms of sex, age, and other sociodemographic variables in 15 (71%) of the 21 studies [32,33,36-39,42-45,47-49,51,52]. In 91% (19/21) of the cases, both groups had been treated in a similar way, regardless of the intervention that had been performed [32,33,35-39,41-45,47-53]. There were insufficient reports on the flow of participants through the studies in 38% (8/21) of the papers retrieved, which made it difficult to determine the level of dropouts [34,41,42,48-52]. Only 1 study (5%) provided information about the effect size [33]. The cohorts comprised 15 to 59 children in 43% (9/21) of the studies, and the authors themselves classified these samples as small [35,41-43,48-52]. Furthermore, 5% (1/21) of the samples were of children with specific pathologies [34]. Regarding extrapolation of the results, the data could only be generalized or considered for extrapolation in 8 of the 21 papers we reviewed [32,33,37,39,40,43-45]. Additionally, only 43% (9/21) of the studies had collected information about the participant acceptance and satisfaction with the VR intervention [32,35,39-41,44,46-48]. Finally, the benefits of the intervention had exceeded the costs or damages that could have been produced in all of the cases [32-52].

Risk of Bias

The Cochrane Collaboration Risk of Bias Tool [29] was used to assess the risk of bias of the 10 studies included in the metaanalysis by 2 reviewers. Based on these tools, only 1 of the studies was at high risk of bias, 8 at unclear risk of bias, and 1 at low risk of bias (Figure 2). Based on the Cochrane Collaboration criteria for different types of bias, we analyzed the 11 studies not included in the meta-analysis. As shown in Multimedia Appendix 3, the biases related to blinding, both of the participants of the personnel as well as to the outcome assessment, reached the highest levels in 82% (9/11) of the studies. Of the 11 studies, most of the studies had a moderate risk of bias (5/11, 46%); 3 (27%) studies were identified as having a high risk of bias and 2 (18%) studies had a low risk of bias. One study (9%) was classified as having a low risk of bias but no information on blinding could be obtained.

Figure 2. Risk of bias graph and summary [34,36,40,41,43,45,47,51,52].

Effects of VR on the Perception of Pain

The studies were heterogeneous in both the measured outcomes ($I^2=89-92$). We were able to analyze the effect size of the pain studies in 10 of the 21 studies (Figure 3). The main results showed statistically significant differences in favor of the experimental group in the studies by Wolitzky et al [52] ($d=1.85$; inverse variance [IV] $-3.40$, 95% CI $-5.01$ to $-1.79$) and
Diaz-Hennessey et al [41] (d = 1.43; IV –2.68, 95% CI –4.57 to –0.79). Likewise, pain was significantly reduced in the studies by Koç Özkan and Polat [47] (d = 0.17; IV –4.84, 95% CI –5.57 to –4.11), the intervention by Piskorz et al [34] using both passive VR (d = 0.97; IV –1.88, 95% CI –3.10 to –0.66) and active VR (d = 1.45; IV –2.55, 95% CI –3.62 to –1.48), and in the studies by Erdogan and Aytekin Ozdemir [43] in VR versus a control group (d = 0.89; IV –2.5, 95% CI –3.80 to –1.20). The study by Chen et al [40] also found a significant reduction in pain in the intervention group (d = 0.37; IV –1.00, 95% CI –1.90 to –0.10). As shown in Figure 3, the global effect of using VR as a distraction measure had significantly reduced pain in children in the experimental groups (IV –2.37, 95% CI –3.20 to –1.54; Z = 5.58; P < .001).

Figure 3. A random forest plot of the association between pain and study group (control vs virtual reality) [34,36,40,41,43,45,47,51,52]. b: Wong-Baker Faces Pain Rating Scale; Buzzy: a device that applies local cold and vibration at the injection site; DC: distraction card; IV: inverse variance; VR: virtual reality.

Effects of VR on Fear

We were only able to analyze the fear variable in 5 of the 21 studies. The use of VR produced a statistically significant reduction in fear in the experimental groups in the study by Chen et al [40] (d = 0.35; IV –0.46, 95% CI –0.90 to –0.02) and a large reduction in the Koç Özkan and Polat study [47] (d = 0.17; IV –2.36, 95% CI –2.74 to –1.98). Likewise, fear was significantly reduced in the studies by Erdogan and Aytekin Ozdemir [43] in the VR versus control group (d = 1.17; IV –1.30, 95% CI –1.82 to –0.78) and the intervention by Piskorz et al [34] in active VR (d = 1.36; IV –2.60, 95% CI –3.76 to –1.44). As shown in Figure 4, the global effect of using VR as a distraction measure had significantly reduced the perception of fear in children in the experimental groups (IV –1.26, 95% CI –1.89 to –0.63; Z = 3.92; P < .001).

Figure 4. A random forest plot of the association between fear and study group (control vs virtual reality) [34,40,43,47,51]. Buzzy: a device that applies local cold and vibration at the injection site; DC: distraction card; IV: inverse variance; VR: virtual reality.

Discussion

To the best of our knowledge, this is the first systematic review with a meta-analysis designed to examine the effectiveness of the use of VR as a distraction measure to reduce pain and fear in the pediatric population during procedures involving needles. Based on the high effect sizes that we found, our results suggest that VR distraction is possibly more effective than the habitual routine or other distractions used during needle procedures to reduce the perception of pain and fear felt by children. It is difficult to compare these results with those of other studies because most of them included different medical processes or did not analyze the effect on the children’s fear. However, other meta-analyses found similar results, indicating that the effects of VR are beneficial in reducing fear during medical processes involving pain, especially in children [54]. However, these comparisons must be analyzed with caution because neither the studies included nor their participants were homogeneous in terms of age or characteristics, the medical procedures analyzed, or the tools used to measure pain.
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Most of the papers included in this review found that VR had a positive effect by helping to reduce pain in children. Of note, all the studies that had included more than 100 participants and had used the Wong-Baker Faces Pain Rating Scale (WBFPS) had reported statistically significant results. This may be because the visual assessment scale is more effective in assessing pain in children than other scales that use numerical assessment scales such as the visual analog scale (VAS) for pain [55]. Although the VAS is a reliable method for assessing acute pain, children younger than 7 years may have difficulty in its use, as indicated by the reduced reliability of the results reported in these studies [56]. In addition, the VAS and WBFPS have been widely used in studies evaluating pain in other procedures such as wound healing [57], physiotherapy sessions after complex surgical interventions [58], or dental procedures [59] in which they produced positive results.

Most of the papers included in this review [32,33,35,37,41,44,45,47-52] had analyzed the effect of VR on pain and fear in pediatric patients with cancer during venipuncture or reservoir puncture procedures. Furthermore, most of the studies we retrieved (20/21, 95%) had been carried out in hospitals, while only 5% (1/21) had been carried out in primary health care centers. This may have been a result of the health care provision resources available at the sites where these previous studies had been carried out, given that most of this work had been carried out in hospitals, thanks to the teaching function of these centers [60-62]. These data indicate that scant research has been carried out for this level of care, which is surprising, considering that needle procedures are frequent in primary care contexts because of the systematic vaccination programs carried out in the pediatric population. Among other possible explanations, perhaps this lack of research can be explained by health care staff overload or low levels of motivation among professionals or toward the support of research [63-67]. However, 2 study protocols have recently been published that will aim to evaluate the effectiveness of VR against pain during vaccination in the pediatric population through RCTs with estimated sample sizes of 100 [68] to more than 400 participants [69].

Although we found that VR is effective in reducing children’s fear, very few studies have demonstrated the usefulness of VR in reducing fear during procedures involving needles [40,47]. Thus, the absence of a validated scale to measure this variable may be inhibiting its proper evaluation [70]. According to Taddio et al [71], most studies that measure fear do so by using questionnaires developed by the investigators, nonvalidated scales, or scales for measuring anxiety [72,73]. Thus, this review reveals the lack of consensus on the most appropriate instruments for evaluating and clearly differentiating between fear and distress in the pediatric population. Although in clinical practice, the difference between fear, anxiety, and stress may not always be relevant, these represent different theoretical constructs, which are not always rigorously differentiated. Notwithstanding, both fear and distress are important factors that are related to and impact the pain perceived by children [74,75].

Of note, the quality of the studies included in this systematic review (based on CASPe and Jadad assessments) was mostly low. However, some studies with low quality or even small samples showed important effects. We assume that in the future, a meta-regression model could be used to expand existing knowledge about these intervention types and their methodological quality. For this reason, this systematic review and meta-analysis highlights the need to design and implement new research with high methodological quality that would allow extraneous variables to be isolated, favoring the cause-effect relationship. The principal reasons for the studies included in this meta-analysis to be of low quality were that it was nearly impossible to blind both the participants and health care personnel to the VR intervention because of the nature of these devices [76]. Furthermore, in many cases, the absence of randomization was justified for ethical reasons. Indeed, more than half of the studies we examined had considered small sample sizes of fewer than 100 participants [77], which, in addition to being unreliable and inefficient, can lead to overestimation of the study effect size and can produce low reproducibility of the results. Finally, chronological age and neurological development are among the factors that influenced children’s perceptions of pain and fear of procedures involving needles, and therefore, adjusting the age of children to less than 21 years should be considered in future studies [78]. Blinding and randomization are also the issues that were identified in the risk of bias analysis of studies not included in the meta-analysis. The studies included in the meta-analysis generally had a low level of risk, while studies not included tended to have a higher level of risk of bias. This may be due both to the fact that meta-analysis studies are more robust and to the use of different measurement tools in these papers.

The main limitations of this work were, on the one hand, the lack of studies with nonsignificant results available in the scientific literature. This meant that we may not have included all the relevant studies, and therefore, it was not possible to control for publication bias [79]. On the other hand, although the random effects model that we used favored the most realistic observation of the data by specifically weighting each study, the heterogeneity of the included studies, both in terms of their outcome measures and their methodological approaches, means that we must be cautious about the interpretation of our results. This problem was also identified in a similar recent meta-analysis in which heterogeneity was found in studies with young patients [54]. Finally, the studies included did not address the effect of VR in children younger than 4 years, which implies a limitation of the results when it comes to generalizing this effect in all children. Based on all the above, the methodological design of future work must adequately calculate the required sample sizes and use appropriate sampling, participant study group allocations, and blinding techniques to be able to extrapolate any data obtained to the wider pediatric population. This review was limited by the quality of the studies it included. Generalization of these findings to younger children should also be done with caution because the studies we considered had not included children younger than 4 years.

In conclusion, the findings of this review indicate that VR could be a feasible distraction measure to reduce the perception of pain and fear in the pediatric population during procedures involving needles. However, these results are limited by the
heterogeneity of the studies included. In this sense, more trials with larger sample sizes and quality methodological techniques will be needed in the future.
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Abstract

Background: Memory, one of the main cognitive functions, is known to decline with age. Serious games have been used for improving memory in older adults. The effectiveness of serious games in improving memory has been assessed by many studies. To draw definitive conclusions about the effectiveness of serious games, the findings of these studies need to be pooled and aggregated.

Objective: This study aimed to assess the effectiveness of serious games in improving memory in older adults with cognitive impairment.

Methods: A systematic review of randomized controlled trials was carried out. The search sources included 8 databases, the reference lists of the included studies and relevant reviews, and the studies that cited the included studies. In total, 2 reviewers (AA and MH) independently carried out the study selection, data extraction, risk of bias assessment, and quality of evidence appraisal. Extracted data were synthesized using a narrative approach and a statistical approach (ie, multilevel meta-analysis), as appropriate.

Results: Of the 618 citations retrieved, 18 (2.9%) met the eligibility criteria for this review. Of these 18 studies, 15 (83%) randomized controlled trials were included in 10 multilevel meta-analyses. We found that serious games were more effective than no or passive interventions in improving nonverbal memory ($P=0.02$; standardized mean difference [SMD]=0.46, 95% CI 0.09-0.83) and working memory ($P=0.04$; SMD=0.31, 95% CI 0.01-0.60) but not verbal memory ($P=0.13$; SMD=0.39, 95% CI −0.11 to 0.89). The review also showed that serious games were more effective than conventional exercises in improving verbal memory ($P=0.03$; SMD=0.46, 95% CI 0.16-0.77) but not nonverbal memory ($P=0.30$; SMD=−0.19, 95% CI −0.54 to 0.17) or working memory ($P=0.99$; SMD=0.00, 95% CI −0.45 to 0.45). Serious games were as effective as conventional cognitive activities in improving verbal memory ($P=0.14$; SMD=0.66, 95% CI −0.21 to 1.54), nonverbal memory ($P=0.94$; SMD=−0.01, 95% CI −0.32 to 0.30), and working memory ($P=0.08$; SMD=0.37, 95% CI −0.05 to 0.78) among older adults with cognitive impairment. Finally, the effect of adaptive serious games on working memory was comparable with that of nonadaptive serious games ($P=0.08$; SMD=0.18, 95% CI −0.02 to 0.37).
**Conclusions:** Serious games have the potential to improve verbal, nonverbal, and working memory in older adults with cognitive impairment. However, our findings should be interpreted cautiously given that most meta-analyses were based on a few studies (≤3) and judged to have a low quality of evidence. Therefore, serious games should be offered as a supplement to existing proven and safe interventions rather than as a complete substitute until further, more robust evidence is available. Future studies should investigate the short- and long-term effects of serious games on memory and other cognitive abilities among people of different age groups with or without cognitive impairment.

*(JMIR Serious Games 2022;10(3):e35202) doi:10.2196/35202*
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**Introduction**

**Background**

Life expectancy has increased worldwide as people have better access to health care services and an improved standard of living. As a result, people are living longer [1-3]. According to the United Nations World Population Aging 2020 report [4], the number of people aged ≥65 years has increased up to 727 million worldwide. The older population group is expected to increase to 16% by 2050 compared with 9.3% in 2020 [4]. The older population group is more likely to develop cognitive impairment [5,6], which is a decline in cognitive abilities and functions such as memory, attention, concentration, learning, and language [7,8]. According to the Alzheimer’s Association, approximately 12% to 18% of people aged ≥60 years have mild cognitive impairment (MCI) [9].

MCI refers to a decline in the ability to learn new information or recall stored information and occurs along a continuum that ranges from normal to severely impaired cognition [10]. Although inconsistencies exist in screening for MCIs, it is certain that they occur because of brain changes owing to multiple factors, including older age, injuries to the brain, diabetes, hypertension, stroke, depression, and physical inactivity [11]. Memory is one of the main cognitive functions that decline with age. Memory is known as the ability of the brain to hold information and recall it as needed. There are different types of memory: verbal, nonverbal, and working memory. Verbal memory refers to a person’s ability to remember what they read or hear of information that was already learned [12]. On the other hand, nonverbal memory refers to storing, retrieving, and remembering nonverbal information, content, or experiences, such as images, feelings, tastes, sounds, shapes, and smells [13]. Furthermore, memory is divided into 3 types according to the period for which the memorized information is retained: short-term, long-term, and working memory. Short-term memory temporarily holds a limited amount of information [14], whereas long-term memory refers to the relatively permanent storage and recall of information [15]. Working memory refers to the temporary storage of a limited amount of information to be used in the execution of cognitive activities such as learning, reasoning, and comprehension [16].

Several nonpharmacological interventions can be used to improve memory, such as physical exercise, cognitive behavioral therapy, psychosocial therapy, good nutrition, and serious games [17]. Serious games are defined as electronic games that are played for purposes beyond leisure to promote the users’ mental, physical, and social well-being [18,19]. Recent evidence suggests that exergames are effective in improving physical and cognitive function in people with MCIs [20] as well as their compliance and adherence to medical interventions embedded in serious games [21,22]. Previous systematic reviews have shown that serious games have the potential to prevent or alleviate mental disorders such as depression [23], anxiety [24], and cognitive impairment [25]. Several types of serious games have been used to improve cognitive abilities, namely (1) cognitive training games (which deliver cognitive activities to maintain or improve cognitive functions) and (2) exergames (which entail physical exercises as part of the intended gameplay [25]). Compared with conventional exercise and cognitive training, serious games can positively affect mood, social functioning, mental health well-being, and cognitive flexibility in older adults [26-29].

**Research Problem and Objectives**

The effectiveness of serious games in improving memory has been assessed by many studies. To draw definitive conclusions about the effectiveness of serious games, the findings of these studies need to be pooled and aggregated. Several systematic reviews have summarized the evidence from these studies; however, they had a different aim and scope from this review. Specifically, these reviews (1) focused on healthy older adults and not necessarily those with cognitive impairment [17,30-33] (therefore, future reviews should consider older adults with cognitive impairment), (2) included pilot randomized controlled trials (RCTs) and quasi-experiments [17,20,33,34] (thus, future reviews should include only RCTs), (3) performed an outdated search (>5 years [17,32,34]; therefore, an updated review or a new review are required), (4) did not assess the quality of evidence [17,20,30,33,34] (thus, the quality of the evidence should be assessed in future reviews), (5) only focused on a specific type of serious game such as cognitive training games [30,34] and exergames [17,20,33] (hence, future reviews should consider all types of serious games), (6) focused on a certain type of memory (working memory [34]; therefore, all types of memory should be considered in upcoming reviews), or (7) did not compare the effect of serious games with a specific comparator (eg, no intervention, conventional exercises, or conventional cognitive activities [17,20,30,33,34]; thus, further reviews are needed to compare the effect of serious games with a specific comparator). To address the aforementioned gaps, this study aimed to assess the effectiveness of serious games in...
improving memory among older adults with cognitive impairment. This review focused only on memory as other cognitive domains—for example, global cognition [25], executive functions [35], and processing speed [36]—were targeted by previous reviews.

Methods

The authors followed the expanded version of the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines to conduct a systematic review and meta-analyses (Multimedia Appendix 1). The protocol for this review was registered with PROSPERO (CRD42021292150).

Eligibility Criteria

This review included only RCTs that looked at the effectiveness of serious games in improving memory in older adults with cognitive impairment. The target intervention in this review was serious games supplied on any digital platform, such as computers (PCs), consoles (Xbox and PlayStation), mobile phones, handheld devices, Nintendo, or any other computerized device. Furthermore, components of gaming had to be used as an important and major technique for reaching the intervention’s goal. Serious games had to be used solely for the purpose of therapy. Studies combining serious games with other interventions were eligible if the control group received the same adjacent intervention. Nondigital games and those used for other purposes, such as monitoring, screening, diagnosis, and research, were excluded.

The study focused on the older adult population (aged ≥60 years) who had any type of cognitive impairment or condition (eg, MCI, Alzheimer disease, or dementia). Their diagnosis had to be confirmed by checking the inclusion criteria or baseline scores against standardized diagnostic criteria (eg, Mini-Mental State Examination and Montreal Cognitive Assessment). This review did not focus on healthy older adults, health care providers, or caregivers. No restrictions were applied regarding sex and ethnicity.

The main outcome of interest in this review was memory regardless of the type (verbal, nonverbal, or working memory) and regardless of the tool used for measuring the outcome. Studies were excluded if they assessed only other cognitive outcomes (eg, language and processing speed), cost-effectiveness, acceptance, feasibility, or satisfaction. This review focused on outcome data that were measured immediately after the intervention rather than on follow-up data.

Only RCTs conducted in English and from 2010 onward were considered. Pilot or feasibility RCTs, quasi-experiments, observational studies, and reviews were omitted. Studies published as journal articles, conference proceedings, or dissertations were included. Reviews, conference abstracts, proposals, editorials, and commentaries were all excluded. Finally, no restrictions related to the country of publication, comparator, or study setting were applied.

Information Sources and Search Strategy

The studies that were relevant to this review were found by searching 7 bibliographic databases: MEDLINE (via Ovid), PsycINFO (via Ovid), EMBASE (via Ovid), CINAHL (via EBSCO), IEEE Xplore, ACM Digital Library, and Scopus. Furthermore, we searched the search engine Google Scholar. Owing to the high number of papers obtained through Google Scholar, only the first 10 pages (ie, 100 records) were taken into account as they were automatically ordered based on their relevance [37]. The first author (AA) conducted the search on August 6, 2021. An automatic alert was set up to retrieve studies that were added to the databases after that date; this continued for 16 weeks (ending on December 5, 2021). Forward reference list checking (ie, screening studies that cited the included studies) and backward reference list checking (ie, screening the reference lists of the included studies and relevant reviews) were carried out to retrieve further studies.

To develop the search query for this review, the authors consulted 2 experts in digital mental health and checked the search queries used in other systematic reviews within this field. The chosen search terms were related to the target population (eg, cognitive impairment), target intervention (eg, serious games and exergames), and target study design (eg, RCTs). Multimedia Appendix 2 summarizes the search query that was used for searching each of the 8 databases.

Selection Process

Relevant studies were identified taking the following steps. First, the obtained studies were imported into EndNote X8 (Clarivate Analytics) to identify and delete duplicate items. Second, the titles and abstracts of all the retrieved studies were evaluated in the second phase by 2 reviewers (AA and MH) working independently. Finally, the 2 reviewers independently evaluated the entire texts of the studies included in the previous step. Any disagreements in the 2 previous steps were resolved via discussion. The interrater agreement (Cohen k) in steps 2 and 3 was 0.94 and 0.96, respectively, indicating a near-perfect level of interrater agreement [38].

Data Collection Process

In total, 2 independent reviewers (AA and MH) used Microsoft Excel to extract data from all the included studies. The data extraction form used to extract data from the included studies was pilot-tested using 2 of the included studies (Multimedia Appendix 3). The reviewers’ disagreements were resolved through discussion. An interrater agreement of 0.85 was observed, indicating a near-perfect degree of agreement. If data such as the mean, SD, and sample size were unavailable from the published studies, contact was made with the first and corresponding authors in an attempt to retrieve them.

Study Risk of Bias Assessment

The Cochrane Collaboration recommends assessing the risk of bias via 2 independent reviewers (AA and MH) using the Risk of Bias 2 (RoB 2) tool [39]; as such, these guidelines were followed for this review. The RoB 2 tool assesses the risk of bias in 5 domains of RCTs: randomization process, deviations from intended interventions, missing outcome data, measurement of the outcome, and selection of the reported result [39]. The risk of bias judgments in these domains were used to determine the overall risk of bias of each included study. Any inconsistencies in decisions between the reviewers were resolved...
by consulting a third reviewer. Interrater agreement between the reviewers was near perfect (Cohen $\kappa=0.93$) [38].

**Synthesis Methods**

A narrative and statistical approach was used to synthesize the information acquired. In our narrative synthesis, we used texts and tables to describe the characteristics of the included studies (demographic, intervention, comparator, and outcome variables). The results of the experiments were categorized and pooled based on measured outcome (ie, verbal, nonverbal, and working memory) and the comparator (ie, control, conventional exercises, conventional cognitive training, and other serious games). A meta-analysis was conducted when at least two studies with the same measured outcome and comparator submitted enough data (ie, mean, SD, and number of participants in each intervention group). Owing to the type of data for the outcome of interest (memory) being continuous and the methods used to measure the outcome being variable throughout the included studies, the standardized mean difference (SMD; Cohen $d$) was used to analyze the overall effect of each study. The random effects model was used for the analysis because of the high clinical heterogeneity among the meta-analyzed studies in terms of serious game characteristics (eg, type, duration, frequency, and period), population characteristics (eg, sample size, mean age, and health condition), and outcome measures (ie, tools and follow-up period). As several studies used more than one outcome measure to assess memory, the dependency on effect sizes within or across studies will be introduced in the meta-analysis. As a result, a multilevel meta-analysis considering the dependency on effect sizes and sampling covariance between the effect sizes was used [40-42]. Namely, the multilevel meta-analysis should be applied when effect sizes within the same study are very likely to be more similar to each other than the effect sizes across studies [42]. The R (version 4.3.1; R Foundation for Statistical Computing) statistical package was used to perform the analysis. We used the function `rma.mv` in the library `metafor`, which is a library in R, to perform the multilevel meta-analysis [43].

If we observed a statistically significant difference between the groups in a meta-analysis, we further sought to examine if it was clinically significant. The phrase “minimal clinically important difference” (MCID) refers to the smallest change in a measured outcome that a patient would consider worthwhile and significant enough to warrant a change in treatment. The MCID boundaries were calculated as 0.5 times the SMD of the meta-analyzed studies.

We calculated $I^2$ and a chi-square $P$ value to investigate the degree and statistical significance of the heterogeneity in the meta-analyzed studies, respectively. A chi-square $P$ value of $\leq 0.05$ suggests heterogeneous meta-analyzed studies [44]. When $I^2$ ranged from 0% to 40%, 30% to 60%, 50% to 90%, and 75% to 100%, the degree of heterogeneity was judged to be insignificant, moderate, substantial, or considerable, respectively [44].

**Certainty of Evidence**

To appraise the overall quality of evidence resulting from the meta-analyses, we applied the Grading of Recommendations Assessment, Development, and Evaluation approach [45], which assesses the quality of evidence based on 5 domains: risk of bias, inconsistency (ie, heterogeneity), indirectness, imprecision, and publication bias [45]. In total, 2 reviewers independently rated the overall quality of the meta-analyzed evidence, and disagreements were resolved through discussion. The interrater agreement of the reviewers was considered near perfect (Cohen $\kappa=0.87$) [38].

**Results**

**Study Selection**

The total number of records retrieved by searching the predefined databases was 618 (Figure 1). Of these 618 records, 161 (26.1%) duplicates were removed using the EndNote software. Checking titles and abstracts of the remaining records led to the exclusion of 52.3% (323/618). After reading the full texts of the remaining 134 publications, 116 (86.6%) were excluded, mainly because of the population (n=67, 57.8%). The list of studies that were excluded after screening the full texts is provided in Multimedia Appendix 4. No additional studies were found through backward and forward reference list checking. In total, 18 RCTs were included in this review [46-63]. Of these 18 studies, 15 (83%) were included in 10 meta-analyses [47-49,51,52,54-63]. A total of 17% (3/18) of the studies were excluded from the meta-analyses because 33% (1/3) [46] did not report the data required for the meta-analysis (eg, mean and SD) and 67% (2/3) [53,61] compared serious games with other serious games that had different characteristics; therefore, including them in a meta-analysis would not make sense.
Study Characteristics

The included studies were published between 2012 and 2021 (Table 1). The year in which the largest number of included studies was published was 2015 (4/18, 22%). The included studies were carried out in 13 different countries, and there was a general equal distribution of studies in these countries. All the included studies were peer-reviewed journal articles except for a book chapter included (1/18, 6%). The trial type was parallel RCT in most of the included studies (17/18, 94%).

The sample size of the included studies varied from 20 to 209, with an average of 81. The mean age of the participants in the included studies ranged from 66 to 83.1 years, with an average of 74.5 years. The percentage of men in the included studies ranged from 21.5% to 71%, with an average of 46.5%. The participants in most of the included studies had MCI (14/18, 78%). Participants were recruited from clinical settings in 67% (12/18) of the studies, from the community in 28% (5/18) of the studies, and from both clinical settings and the community in 6% (1/18) of the studies.

Serious games alone were used as interventions in 89% (16/18) of the included studies, whereas the remaining 11% (2/18) of the studies used serious games combined with conventional exercises [48] or sham exercises [49] (Table 2). The included studies used 16 different serious games. On the basis of the therapeutic modality that they delivered, the serious games used in the included studies were grouped into 2 types: cognitive training games (16/18, 89%) and exergames (2/18, 11%). Games were designed with a “serious” purpose from the beginning (designed serious games) in all studies except for 6% (1/18) that used a purpose-shifted game (which was not designed as a serious game from the start but rather was used for a serious purpose). The most common platform used for playing the games were computers (14/18, 78%). In 67% (12/18) of the studies, serious games were played under the supervision of health care providers or caregivers. The duration of the games in the included studies ranged from 7 to 90 minutes, and the most common duration was 60 minutes (7/18, 39%). The frequency of playing the games varied between 2 and 7 times per week, but it was 2 times per week in half of the studies (9/18, 50%). The period of intervention ranged from 2 to 25 weeks, but it was ≤12 weeks in 72% (13/18) of the studies.

The comparison groups received only passive interventions in 39% (7/18) of the studies, whereas they received only active interventions in 44% (8/18) of the studies (eg, conventional exercises and conventional cognitive activities; Table 3). In total, 17% (3/18) of the studies delivered both active and passive interventions as comparators. The duration of the active comparators ranged from 7 to 100 minutes. The frequency of the active comparators varied between 2 and 7 times per week.

Most of the included studies (16/18, 89%) measured more than one outcome. The measured outcomes were verbal memory in 78% (14/18) of the studies, nonverbal memory in 61% (11/18) of the studies, and working memory in 67% (12/18) of the studies. The outcomes were measured immediately after the intervention in all the included studies (18/18, 100%). The follow-up period

Figure 1. Flowchart of the study selection process.
ranged from 4 to 264 weeks. Participant attrition was reported in 89% (16/18) of the studies, and it ranged from 0 to 23.

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Country</th>
<th>Publication type</th>
<th>RCT&lt;sup&gt;a&lt;/sup&gt; type</th>
<th>Sample size</th>
<th>Age, mean (male; %)</th>
<th>Health condition</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valdes et al [46]</td>
<td>2012</td>
<td>United States</td>
<td>Journal article</td>
<td>Parallel</td>
<td>195</td>
<td>77.7 (33.3)</td>
<td>MCI&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Clinical</td>
</tr>
<tr>
<td>Zhuang et al [47]</td>
<td>2013</td>
<td>China</td>
<td>Journal article</td>
<td>Parallel</td>
<td>33</td>
<td>83.1 (24.2)</td>
<td>MCI; dementia</td>
<td>Clinical</td>
</tr>
<tr>
<td>Hagovská et al [48]</td>
<td>2016</td>
<td>Slovakia</td>
<td>Journal article</td>
<td>Parallel</td>
<td>80</td>
<td>67 (51.2)</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Singh et al [49]</td>
<td>2014</td>
<td>Australia</td>
<td>Journal article</td>
<td>Factorial</td>
<td>100</td>
<td>70.1 (32)</td>
<td>MCI</td>
<td>Community</td>
</tr>
<tr>
<td>Gooding et al [50]</td>
<td>2016</td>
<td>United States</td>
<td>Journal article</td>
<td>Parallel</td>
<td>96</td>
<td>75.6 (58.1)</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Liao et al [51]</td>
<td>2021</td>
<td>Taiwan</td>
<td>Journal article</td>
<td>Parallel</td>
<td>61</td>
<td>81.5 (32.6)</td>
<td>MCI</td>
<td>Community</td>
</tr>
<tr>
<td>Finn and McDonald [52]</td>
<td>2015</td>
<td>Australia</td>
<td>Journal article</td>
<td>Parallel</td>
<td>31</td>
<td>75.6 (71)</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Park and Park [53]</td>
<td>2017</td>
<td>South Korea</td>
<td>Journal article</td>
<td>Parallel</td>
<td>78</td>
<td>67.3 (53.8)</td>
<td>MCI</td>
<td>Community</td>
</tr>
<tr>
<td>Cavallo et al [54]</td>
<td>2016</td>
<td>Italy</td>
<td>Journal article</td>
<td>Parallel</td>
<td>80</td>
<td>76.4 (36.3)</td>
<td>AD&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Clinical</td>
</tr>
<tr>
<td>Leung et al [55]</td>
<td>2015</td>
<td>Hong Kong</td>
<td>Journal article</td>
<td>Parallel</td>
<td>209</td>
<td>70.1 (21.5)</td>
<td>MCI</td>
<td>Community</td>
</tr>
<tr>
<td>Yang and Kwak [56]</td>
<td>2017</td>
<td>South Korea</td>
<td>Journal article</td>
<td>Parallel</td>
<td>20</td>
<td>71 (70)</td>
<td>AD</td>
<td>Clinical</td>
</tr>
<tr>
<td>Tarnanas et al [57]</td>
<td>2014</td>
<td>Greece</td>
<td>Book chapter</td>
<td>Parallel</td>
<td>114</td>
<td>70.3 (39)</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Flak et al [58]</td>
<td>2019</td>
<td>Norway</td>
<td>Journal article</td>
<td>Parallel</td>
<td>85</td>
<td>66 (66.7)</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Herrera et al [59]</td>
<td>2012</td>
<td>France</td>
<td>Journal article</td>
<td>Parallel</td>
<td>22</td>
<td>76.6 (50)</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Savulich et al [60]</td>
<td>2017</td>
<td>United Kingdom</td>
<td>Journal article</td>
<td>Parallel</td>
<td>42</td>
<td>76.1 (59.5)</td>
<td>MCI</td>
<td>Clinical</td>
</tr>
<tr>
<td>Boller et al [61]</td>
<td>2012</td>
<td>France</td>
<td>Journal article</td>
<td>Parallel</td>
<td>36</td>
<td>81.2 (36.1)</td>
<td>AD</td>
<td>Clinical</td>
</tr>
<tr>
<td>Karssemeijer et al [62]</td>
<td>2019</td>
<td>Netherlands</td>
<td>Journal article</td>
<td>Parallel</td>
<td>115</td>
<td>79.9 (53.9)</td>
<td>Dementia</td>
<td>Clinical, community</td>
</tr>
<tr>
<td>Hyer et al [63]</td>
<td>2015</td>
<td>United States</td>
<td>Journal article</td>
<td>Parallel</td>
<td>68</td>
<td>75.2 (47.1)</td>
<td>MCI</td>
<td>Community</td>
</tr>
</tbody>
</table>

<sup>a</sup>RCT: randomized controlled trial.

<sup>b</sup>MCI: mild cognitive impairment.

<sup>c</sup>AD: Alzheimer disease.
### Table 2. Characteristics of the interventions (N=18).

<table>
<thead>
<tr>
<th>Study</th>
<th>Serious game name</th>
<th>Serious game type</th>
<th>Platform</th>
<th>Supervision</th>
<th>Duration (minutes)</th>
<th>Frequency (times per week)</th>
<th>Period (weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valdes et al [46]</td>
<td>SOPT</td>
<td>Cognitive training game</td>
<td>PC</td>
<td>Supervised</td>
<td>60</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Zhuang et al [47]</td>
<td>NRa</td>
<td>Cognitive training game</td>
<td>PC</td>
<td>Supervised</td>
<td>75</td>
<td>3</td>
<td>24</td>
</tr>
<tr>
<td>Hagovská et al [48]</td>
<td>CogniPlus</td>
<td>Cognitive training game</td>
<td>PC</td>
<td>Supervised and unsupervised</td>
<td>30</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Singh et al [49]</td>
<td>COGPACK</td>
<td>Cognitive training game</td>
<td>PC</td>
<td>Supervised</td>
<td>75</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>Gooding et al [50]</td>
<td>BrainFitness</td>
<td>Cognitive training game</td>
<td>PC</td>
<td>Supervised and unsupervised</td>
<td>60</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td>Liao et al [51]</td>
<td>Tano and Long-Good</td>
<td>Exergame</td>
<td>Kinect, VRb headset</td>
<td>Supervised</td>
<td>60</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>Finn and McDonald [52]</td>
<td>E-Prime</td>
<td>Cognitive training game</td>
<td>PC</td>
<td>Supervised</td>
<td>NR</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Park and Park [53]</td>
<td>CoTras</td>
<td>Cognitive training game</td>
<td>PC</td>
<td>Supervised</td>
<td>30</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>Cavallo et al [54]</td>
<td>Brainer</td>
<td>Cognitive training game</td>
<td>PC</td>
<td>Supervised</td>
<td>30</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>Leung et al [55]</td>
<td>BrainFitness</td>
<td>Cognitive training game</td>
<td>PC</td>
<td>Unsupervised</td>
<td>60</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>Yang and Kwak [56]</td>
<td>Brain-Care</td>
<td>Cognitive training game</td>
<td>PC</td>
<td>Unsupervised</td>
<td>60</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>Tarnanas et al [57]</td>
<td>Virtual Reality Museum</td>
<td>Cognitive training game</td>
<td>VR headset</td>
<td>Supervised</td>
<td>90</td>
<td>2</td>
<td>21</td>
</tr>
<tr>
<td>Flak et al [58]</td>
<td>Cogmed</td>
<td>Cognitive training game</td>
<td>PC</td>
<td>Unsupervised</td>
<td>30-40</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Herrera et al [59]</td>
<td>NR</td>
<td>Cognitive training game</td>
<td>PC</td>
<td>Supervised</td>
<td>60</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>Savulich et al [60]</td>
<td>Game Show</td>
<td>Cognitive training game</td>
<td>Tablet</td>
<td>Supervised</td>
<td>60</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Boller et al [61]</td>
<td>NR</td>
<td>Cognitive training game</td>
<td>PC</td>
<td>Supervised</td>
<td>7-10</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Karssemeijer et al [62]</td>
<td>NR</td>
<td>Cognitive training game</td>
<td>Exergame</td>
<td>Stationary bicycle and screen</td>
<td>Supervised</td>
<td>30-50</td>
<td>3</td>
</tr>
<tr>
<td>Hyer et al [63]</td>
<td>Cogmed</td>
<td>Cognitive training game</td>
<td>PC</td>
<td>Supervised and unsupervised</td>
<td>40</td>
<td>7</td>
<td>5-7</td>
</tr>
</tbody>
</table>

aN: not reported.

bVR: virtual reality.
Table 3. Characteristics of the comparators and outcomes (N=18).

<table>
<thead>
<tr>
<th>Study</th>
<th>Comparator</th>
<th>Duration (minutes)</th>
<th>Frequency (times per week)</th>
<th>Period (weeks)</th>
<th>Measured outcomes</th>
<th>Outcome measures</th>
<th>Follow-up</th>
<th>Attrition, N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valdes et al [46]</td>
<td>Control</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>VM(^b)</td>
<td>HVLT(^c); RAVLT(^d); RBMT(^e)</td>
<td>After the intervention; 52-, 104-, 156-, and 261-week follow-up</td>
<td>NR(^f)</td>
</tr>
<tr>
<td>Zhuang et al [47]</td>
<td>Control</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>VM</td>
<td>ACE-R(^g)</td>
<td>After the intervention</td>
<td>10</td>
</tr>
<tr>
<td>Hagovská et al [48]</td>
<td>Conventional exercises</td>
<td>30</td>
<td>7</td>
<td>10</td>
<td>VM</td>
<td>ACE-R</td>
<td>After the intervention</td>
<td>2</td>
</tr>
<tr>
<td>Singh et al [49]</td>
<td>Conventional exercises+sham cognitive training; serious games+conventional exercises; control</td>
<td>2</td>
<td>25</td>
<td></td>
<td>VM; NVM(^h)</td>
<td>BVRT-R(^i); WMS-III-LM(^j)</td>
<td>After the intervention; 74-week follow-up</td>
<td>14</td>
</tr>
<tr>
<td>Gooding et al [50]</td>
<td>Empirically validated serious game; commercially available serious game</td>
<td>60</td>
<td>2</td>
<td>17</td>
<td>VM; NVM(^k)</td>
<td>WMS-R-VR, LM(^l); WMS-R-LM(^m); BSR(^n)</td>
<td>After the intervention</td>
<td>22</td>
</tr>
<tr>
<td>Liao et al [51]</td>
<td>Conventional exercises</td>
<td>60</td>
<td>3</td>
<td>12</td>
<td>VM; WM(^o)</td>
<td>CVLT(^p); SBTT(^p)</td>
<td>After the intervention</td>
<td>15</td>
</tr>
<tr>
<td>Finn and McDonald [52]</td>
<td>Control</td>
<td>NR</td>
<td>2</td>
<td>4</td>
<td>VM; WM</td>
<td>WMS-IV-VPA-IP; WMS-IV-SS(^q)</td>
<td>After the intervention</td>
<td>7</td>
</tr>
<tr>
<td>Park and Park [53]</td>
<td>Commercially available exergame</td>
<td>30</td>
<td>3</td>
<td>10</td>
<td>VM; WM</td>
<td>RAVLT; WAIS-DSB(^s)</td>
<td>After the intervention</td>
<td>0</td>
</tr>
<tr>
<td>Cavallo et al [54]</td>
<td>Control</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>VM; NVM; WM</td>
<td>RBMT; WMS-R-DSB(^t); TSWRT(^u)</td>
<td>After the intervention; 24-week follow-up</td>
<td>4</td>
</tr>
<tr>
<td>Leung et al [55]</td>
<td>Control</td>
<td>60</td>
<td>3</td>
<td>13</td>
<td>VM; NVM; WM</td>
<td>WMS-III-PP; WMS-III-LM; WMS-III-DST(^w); WMS-III-VSST(^x)</td>
<td>After the intervention</td>
<td>0</td>
</tr>
<tr>
<td>Yang and Kwak [56]</td>
<td>Control</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>VM; NVM; WM</td>
<td>ROCFTY; SVLT(^z); WMS-III-DSB(^aa)</td>
<td>After the intervention</td>
<td>0</td>
</tr>
<tr>
<td>Tarnanas et al [57]</td>
<td>Control; conventional cognitive activities</td>
<td>90</td>
<td>2</td>
<td>21</td>
<td>VM; NVM; WM</td>
<td>ROCFT; RAVLT; WMS-III-DSB</td>
<td>After the intervention</td>
<td>9</td>
</tr>
<tr>
<td>Study</td>
<td>Comparator</td>
<td>Duration (minutes)</td>
<td>Frequency (times per week)</td>
<td>Period (weeks)</td>
<td>Measured outcomes</td>
<td>Outcome measures</td>
<td>Follow-up</td>
<td>Attrition, N</td>
</tr>
<tr>
<td>--------------------------</td>
<td>------------------------------------------------------</td>
<td>--------------------</td>
<td>---------------------------</td>
<td>---------------</td>
<td>------------------------------------------</td>
<td>-----------------------------------</td>
<td>------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Flak et al [58]</td>
<td>Nonadaptive serious game</td>
<td>30 to 40</td>
<td>5</td>
<td>5</td>
<td>VM; NVM; WM</td>
<td>ROCFT; WMS-III-FFli; WMS-III-LM; CVLT-II^{bc}; WMS-III-DSB; WMS-III-SS^{ad}; WMS-III-LNS^{ae}</td>
<td>After the intervention; 4- and 16-week follow-up</td>
<td>17</td>
</tr>
<tr>
<td>Herrera et al [59]</td>
<td>Conventional cognitive activities</td>
<td>60</td>
<td>2</td>
<td>12</td>
<td>VM; NVM; WM</td>
<td>ROCFT-R^{af}; BEM-WLTR^{ag}; MMSE-R^{ah}; WMS-R-DSB</td>
<td>After the intervention; 24-week follow-up</td>
<td>NR</td>
</tr>
<tr>
<td>Savulich et al [60]</td>
<td>Control</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>NVM</td>
<td>BVRT-R</td>
<td>After the intervention</td>
<td>0</td>
</tr>
<tr>
<td>Boller et al [61]</td>
<td>Serious game; control</td>
<td>7 to 10</td>
<td>3</td>
<td>2</td>
<td>NVM; WM</td>
<td>SRT^{ai}; B-T^{al}; RST^{ak}</td>
<td>After the intervention</td>
<td>0</td>
</tr>
<tr>
<td>Karssemeijer et al [62]</td>
<td>Conventional exercises (aerobic exercises); conventional exercises (relaxation and flexibility exercises)</td>
<td>30 to 50</td>
<td>3</td>
<td>12</td>
<td>NVM; WM</td>
<td>LLT-R^{ad}; WAIS-III-DS^{am}; WMS-III-VSST</td>
<td>After the intervention; 24-week follow-up</td>
<td>23</td>
</tr>
</tbody>
</table>
### Study Results

<table>
<thead>
<tr>
<th>Study</th>
<th>Comparator</th>
<th>Duration (minutes)</th>
<th>Frequency (times per week)</th>
<th>Period (weeks)</th>
<th>Measured outcomes</th>
<th>Outcome measures</th>
<th>Follow-up</th>
<th>Attrition, N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyer et al [63]</td>
<td>Nonadaptive serious game</td>
<td>40</td>
<td>7</td>
<td>5 to 7</td>
<td>WM</td>
<td>WMS-III-DST</td>
<td>After the intervention; 12-week follow-up</td>
<td>9</td>
</tr>
</tbody>
</table>

#### Footnotes:

- aN/A: not applicable.
- bVM: verbal memory.
- dRAVLT: Rey Auditory Verbal Learning Test.
- eRBMT: Rivermead Behavioral Memory Test.
- fNR: not reported.
- gACE-R: Addenbrooke Cognitive Examination-Revised.
- hNVM: nonverbal memory.
- kWMS-R-VR-II: Wechsler Memory Scale-Revised-Visual Reproductions II.
- mBSRT: Buschke Selective Reminding Test.
- nWM: working memory.
- oCVLT: California Verbal Learning Test.
- PSBT: spatial n-back task test.
- qWMS-IV-VPA-II: Wechsler Memory Scale Fourth Edition-Verbal Paired Associates II.
- WAIS-DSB: Wechsler Adult Intelligence Scale-Digit Span Backwards.
- tWMS-R-DSB: Wechsler Memory Scale-Revised-Digit Span Backwards.
- uTSTWRT: two-syllable word repetition test.
- yROCFT: Rey-Osterrieth complex figure test.
- zSVLT: Seoul Verbal Learning Test.
- bWMS-III-FII: Wechsler Memory Scale Third Edition-Faces II.
- fROCFT-R: Rey-Osterrieth complex figure test-Revised.
- gBEM-WLTR: Batterie d’Efficience Mnesique-word list total recall.
- hMMSE-R: Mini-Mental State Examination-Recall.
- iSRT: source recognition task.
- jn-BT: n-back task.
- kRST: reading span task.
- llLTF-R: Location Learning Test-Revised.

### Risk of Bias in the Studies

An appropriate random allocation sequence for the randomization process was used in 44% (8/18) of the studies. Researchers in 39% (7/18) of the studies concealed the allocation sequence until participants were assigned to the interventions. The groups were comparable at baseline in all studies (18/18, 100%). Thus, the risk of bias owing to the randomization process was rated as low in only 33% (6/18) of the studies (Figure 2).

Participants and those who delivered the interventions were aware of the assigned interventions during the trial in 67% (12/18) and 83% (15/18) of the studies, respectively. None of the studies reported a deviation from the intended intervention because of experimental contexts; however, 11% (2/18) of the studies provided insufficient information to verify if protocol deviations had occurred. Appropriate analysis methods (eg, intention-to-treat analysis) were used in 89% (16/18) of the studies to estimate the effect of the intervention. According to
these judgments, the risk of bias because of deviations from the intended interventions was low in 78% (14/18) of the studies (Figure 2).

Missing outcome data were <5% in 44% (8/18) of the studies. There was evidence that the findings were not biased by missing outcome data in only 6% (1/18) of the studies. The missing outcome data resulted from reasons that were documented and not related to the outcome in 28% (5/18) of the studies. Therefore, there was a low risk of bias because of missing outcome data in 78% (14/18) of the studies (Figure 2).

In all the included studies (18/18, 100%), the outcomes of interest were evaluated using appropriate measures, and the measurement methods were comparable across the intervention groups. The assessor of the outcome was aware of the assigned interventions in 39% (7/18) of the studies, but it was unlikely that the assessment of the outcome was influenced by knowledge of the intervention received in these studies. Accordingly, all studies (18/18, 100%) had a low risk of bias in the “measuring the outcome” domain (Figure 2).

In total, 28% (5/18) of the studies published their protocols in sufficient detail. In all studies (18/18, 100%), the reported outcome measurements did not differ from those specified in the analysis plan, and there was no evidence that the studies selected their results from many results produced from multiple eligible analyses of the data. On the basis of these judgments, the risk of bias because of the selection of the reported results was considered low in 28% (5/18) of the studies (Figure 2).

In the last domain, “overall bias,” the risk of bias was considered high in 22% (4/18) of the studies as they were judged as having a high risk of bias in at least one domain. A total of 61% (11/18) of the studies raised some concerns in the domain of overall bias as they had some issues in at least one of the domains and were not at high risk for any domain. The remaining 17% (3/18) of the studies were judged to be at low risk of bias for the domain of overall bias given that they were rated to be at low risk of bias for all domains. The reviewers’ judgments about each “risk of bias” domain for each included study are presented in Multimedia Appendix 5 [46-63].

Figure 2. Review authors’ judgments about each “risk of bias” domain.

Results of the Studies

Overview
As mentioned earlier, the included studies assessed the effect of serious games on 3 outcomes: verbal, nonverbal, and working memory. The results of the included studies were divided into 3 groups based on these outcomes. Furthermore, the results for each outcome were grouped based on the comparator used in the studies (ie, control [no or passive interventions], conventional exercises, conventional cognitive activities, and other serious games).

Verbal Memory
Serious Games Versus Control
The effect of serious games on verbal memory was compared with that of no or passive interventions in 44% (8/18) of the studies [46,47,49,52,54-57]. A total of 13% (1/8) of these studies were not included in the meta-analysis given that they did not report the required data and we could not obtain them when contacting the authors. Of the 7 studies included in the meta-analysis, 2 (29%) assessed verbal memory using 2 different measures [55,57]. Therefore, we included the results of all these measures in the meta-analysis to form 9 comparisons (Figure 3 [47,49,52,54-57]). The meta-analysis showed no statistically significant difference (P=.13) in verbal memory between the serious game and control groups (SMD=0.39, 95% CI −0.11 to 0.89). The statistical heterogeneity of the evidence was considerable (P<.001; $I^2=89.5\%$). The high heterogeneity may be attributed to differences in sample size, participants’ health condition, period of the intervention, and outcome measures among the studies included in this analysis. The quality of the evidence was very low as it was downgraded by 5 levels owing to a high risk of bias, heterogeneity, and imprecision (Multimedia Appendix 6).
We conducted subgroup analyses, also known as moderator analyses, to investigate whether different characteristics of the population (e.g., sample size, health condition, and recruitment setting) and intervention (e.g., delivery method, duration, frequency, and period) moderated the effect of serious games on verbal memory. As shown in Multimedia Appendix 7, there was no statistically significant difference among all characteristics of the population and intervention except for the health condition of the participants ($P=.003$) and the period of the intervention ($P=.05$).

**Figure 3.** Forest plot of 7 studies (9 comparisons) comparing the effect of serious games with that of control on verbal memory. RE: random effect; SMD: standardized mean difference [49,51,54,56-59].

<table>
<thead>
<tr>
<th>Study</th>
<th>SMD [95% CI]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cavallo 2016</td>
<td>2.20 [1.65, 2.76]</td>
</tr>
<tr>
<td>Finn 2015</td>
<td>0.18 [-0.62, 0.98]</td>
</tr>
<tr>
<td>Leung 2016.1</td>
<td>-0.19 [-0.46, 0.08]</td>
</tr>
<tr>
<td>Leung 2016.2</td>
<td>-0.18 [-0.45, 0.09]</td>
</tr>
<tr>
<td>Singh 2014</td>
<td>0.30 [-0.26, 0.85]</td>
</tr>
<tr>
<td>Tannenas 2014.1</td>
<td>0.92 [0.42, 1.43]</td>
</tr>
<tr>
<td>Tannenas 2014.2</td>
<td>-0.27 [-0.75, 0.22]</td>
</tr>
<tr>
<td>Yang 2017</td>
<td>0.28 [-0.60, 1.16]</td>
</tr>
<tr>
<td>Zhuang 2013</td>
<td>0.20 [-0.49, 0.89]</td>
</tr>
</tbody>
</table>

The effect of serious games was compared with that of conventional exercises in 17% (3/18) of the studies [48,49,51] (Figure 4 [48,49,51]). A meta-analysis of the results of these studies showed a statistically significant difference in verbal memory ($P=.003$) between the groups, favoring serious games over conventional exercises (SMD=0.46, 95% CI 0.16-0.77). This difference was also clinically important as the overall effect was outside MCID boundaries (~0.23 to 0.23) and its 95% CI did not cross the “no effect” line (zero effect). For this outcome, the MCID boundaries were calculated as ~0.5 times to +0.5 times the SMD value (0.46). The statistical heterogeneity of the evidence was not a concern ($P=.34; I^2=0\%$). The quality of the evidence was very low as it was downgraded by 3 levels owing to a high risk of bias and imprecision (Multimedia Appendix 6).
Serious Games Versus Conventional Cognitive Activities

In total, 11% (2/18) of the studies examined the effect of serious games in comparison with conventional cognitive activities [57,59]. These studies assessed verbal memory using 2 different measures. Thus, we included the results of all these measures in a meta-analysis to form 4 comparisons (Figure 5 [57,59]). The meta-analysis showed no statistically significant difference ($P = .14$) in verbal memory between the groups (SMD=0.66, 95% CI −0.21 to 1.54). The statistical heterogeneity of the evidence was substantial ($P < .001$; $I^2 = 76.3\%$). The high heterogeneity may be attributed to differences in the platform of the intervention, period of the intervention, and outcome measures among the studies included in this analysis. The quality of the evidence was very low as it was downgraded by 5 levels owing to a high risk of bias, heterogeneity, and imprecision (Multimedia Appendix 6).

**Figure 4.** Forest plot of 3 studies comparing the effect of serious games with that of conventional exercises on verbal memory. RE: random effect; SMD: standardized mean difference [50,51,53].

**Figure 5.** Forest plot of 2 studies (4 comparisons) comparing the effect of serious games with that of conventional cognitive activities on verbal memory. RE: random effect; SMD: standardized mean difference [59,61].

<table>
<thead>
<tr>
<th>Study</th>
<th>SMD [95% CI]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Singh 2014</td>
<td>0.10 [-0.48, 0.68]</td>
</tr>
<tr>
<td>Liao 2021</td>
<td>0.55 [0.04, 1.15]</td>
</tr>
<tr>
<td>Hagovská 2016</td>
<td>0.63 [0.18, 1.09]</td>
</tr>
<tr>
<td><strong>RE Model</strong></td>
<td>0.46 [0.16, 0.77]</td>
</tr>
<tr>
<td>$\hat{\tau}^2 = 0.0%$, $Q = 2.13$, $df = 2$, $p = 0.34$</td>
<td>$Z = 2.98$, $p = 0.003$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Study</th>
<th>SMD [95% CI]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Herrera 2012.1</td>
<td>1.40 [0.47, 2.33]</td>
</tr>
<tr>
<td>Herrera 2012.2</td>
<td>1.33 [0.41, 2.25]</td>
</tr>
<tr>
<td>Tamanas 2014.1</td>
<td>-0.10 [-0.57, 0.37]</td>
</tr>
<tr>
<td>Tamanas 2014.2</td>
<td>0.28 [-0.19, 0.75]</td>
</tr>
<tr>
<td><strong>RE Model</strong></td>
<td>0.66 [-0.21, 1.54]</td>
</tr>
<tr>
<td>$\hat{\tau}^2 = 76.3%$, $Q = 12.84$, $df = 3$, $p = 0.09$</td>
<td>$Z = 1.48$, $p = 0.139$</td>
</tr>
</tbody>
</table>
Serious Games Versus Other Serious Games

In total, 17% (3/18) of the studies compared the effect of serious games on verbal memory with that of other serious games [50,53,58]. Specifically, Gooding et al [50] compared the effect of a cognitive training game that included empirically validated motivational teaching and rehabilitation techniques (BrainFitnessPlus) with 2 other games: the same previous game without the aforementioned techniques (BrainFitness) and commercially available computer games and puzzles (i.e., Brain Age, Sudoku, and crossword puzzles). The study found a statistically significant difference in memory between the groups, favoring BrainFitnessPlus and BrainFitness over commercially available computer games as measured by the Buschke Selective Reminding Test-Delay (BSRT-Delay) and the Wechsler Memory Scale Third Edition-Logical Memory II (WMS-III-LM-II) and favoring BrainFitness over commercially available computer games as measured by the BSRT-Delay only. However, there was no significant difference in memory between the BrainFitnessPlus and BrainFitness groups as measured by the BSRT-Delay and the WMS-III-LM-II [50].

The second trial compared the effect of a cognitive training game with that of exergames [53]. The study found no statistically significant difference (P=.76) in memory between the groups. The last study in this group compared the effect of a cognitive training game that adjusts the level of difficulty of the tasks based on an individual’s mastery on each level (i.e., adaptive game) with the same game but without adjustment of the level of difficulty of the tasks (i.e., nonadaptive game) [58]. The study showed no statistically significant difference between the groups as measured by the WMS-III-LM-II (P=.76) and the California Verbal Learning Test Total Hits (P=.30), but there was a statistically significant difference between the groups as measured by the California Verbal Learning Test II Long Delay Free Recall (P=.03), favoring the adaptive game over the nonadaptive game [58].

Nonverbal Memory

Serious Games Versus Control

The effect of serious games on nonverbal memory was compared with that of no or passive interventions in 44% (8/18) of the studies [49,54-57,60-62]. Of these 8 studies, 2 (25%) assessed nonverbal memory using 2 different measures [55,57]. Therefore, we included the results of all these measures in the meta-analysis to form 9 comparisons (Figure 6) [49,54-57,60-62]. The meta-analysis showed a statistically significant difference (P=.02) in nonverbal memory between the groups, favoring serious games over no or passive interventions (SMD=0.46, 95% CI 0.09-0.83). This difference was also clinically important as the overall effect was outside MCID boundaries (−0.23 to 0.23) and its CI did not cross the “no effect” line (zero effect). For this outcome, the MCID boundaries were calculated as −0.5 times to +0.5 times the SMD value (0.46). The statistical heterogeneity of the evidence was substantial (P<.001; I²=80.1%). The high heterogeneity may be attributed to differences in sample sizes, participants’ health conditions, duration of the intervention, period of the intervention, platform of the intervention, and outcome measures among the studies included in this analysis. The quality of the evidence was very low as it was downgraded by 5 levels owing to a high risk of bias, heterogeneity, and imprecision (Multimedia Appendix 8). Subgroup analyses showed no statistically significant difference for all characteristics of the population and intervention (P>.05; Multimedia Appendix 9).

Figure 6. Forest plot of 8 studies (10 comparisons) comparing the effect of serious games with that of control on nonverbal memory. RE: random effect; SMD: standardized mean difference [51,56-59,62-64].
Serious Games Versus Conventional Exercises

The effect of serious games on nonverbal memory was compared with that of conventional exercises in 11% (2/18) of the studies [49,62]. As shown in Figure 7 [49,62], there was no statistically significant difference ($P=.30$) in nonverbal memory between the groups (SMD=$-0.19$, 95% CI $-0.54$ to $0.17$). The statistical heterogeneity of the evidence was not a concern ($P=.90$; $I^2=0\%$). The quality of the evidence was very low as it was downgraded by 3 levels owing to a high risk of bias and imprecision (Multimedia Appendix 8).

Figure 7. Forest plot of 2 studies comparing the effect of serious games with that of conventional exercises on nonverbal memory. RE: random effect; SMD: standardized mean difference [51,64].

Serious Games Versus Conventional Cognitive Activities

The effect of serious games on nonverbal memory was compared with that of conventional cognitive activities in 11% (2/18) of the studies [57,59]. Of these 2 studies, 1 (50%) assessed nonverbal memory using 2 different measures [57]. Therefore, we included the results of all these measures in the meta-analysis to form 3 comparisons (Figure 8 [57,59]). The meta-analysis showed no statistically significant difference ($P=.94$) in nonverbal memory between the groups (SMD=$-0.01$, 95% CI $-0.32$ to $0.30$). The statistical heterogeneity of the evidence was not a concern ($P=.74$; $I^2=0\%$). The quality of the evidence was very low as it was downgraded by 4 levels owing to a high risk of bias and imprecision (Multimedia Appendix 8).

Figure 8. Forest plot of 2 studies (3 comparisons) comparing the effect of serious games with that of conventional cognitive activities on nonverbal memory. RE: random effect; SMD: standardized mean difference [59,61].
Serious Games Versus Other Serious Games

In total, 17% (3/18) of the studies compared the effect of serious games on nonverbal memory with that of other serious games [50,58,61]. Specifically, Gooding et al [50] compared the effect of BrainFitnessPlus with that of BrainFitness and commercially available computer games. The study showed no statistically significant difference in memory between any 2 of these groups [50].

The second study compared the effect of an adaptive serious game with that of a nonadaptive serious game [58]. The study showed no statistically significant difference in nonverbal memory between the groups as measured by the Rey-Osterrieth complex figure test-delayed recall \((P=.25)\) and the Wechsler Memory Scale Third Edition-Faces II \((P=.61)\) [58].

The last study in this group assessed the effect of 2 cognitive training games [61]. Both games consisted of a study and a test phase. In each session of the study phase, both games asked participants to read and remember 16 words presented one at a time on a computer screen for 3 seconds followed by a 1-second white screen [61]. In the test phase, participants were asked to recognize the 16 study words, which were mixed with 16 new words in the first game (recollection training game) and 32 new words in the second game (recognition practice game) [61]. The study showed no statistically significant difference \((P=.17)\) in nonverbal memory between the 2 groups [61].

Figure 9. Forest plot of 7 studies (13 comparisons) comparing the effect of serious games with that of control on working memory. RE: random effect; SMD: standardized mean difference [54,56-59,63,64].

Working Memory

Serious Games Versus Control

The effect of serious games on working memory was compared with that of control (no or passive interventions) in 39% (7/18) of the studies [52,54-57,61,62]. Of these 7 studies, 4 (57%) assessed working memory using more than one measure [54,55,61,62]. Therefore, we included the results of all these measures in the meta-analysis to form 13 comparisons (Figure 9) [52,54-57,61,62]. The meta-analysis showed a statistically significant difference \((P=.04)\) in working memory between the groups, favoring serious games over no or passive interventions (SMD=0.31, 95% CI 0.01-0.60). This difference was also clinically important as the overall effect was outside MCID boundaries (−0.16 to 0.16) and its CI did not cross the “no effect” line (zero effect). For this outcome, the MCID boundaries were calculated as −0.5 times to +0.5 times the SMD value (0.31). The statistical heterogeneity of the evidence was substantial \((P<.001; \hat{I}^2=78.3\%)\). The high heterogeneity may be attributed to differences in sample sizes, percentages of men, participants’ health conditions, duration of the intervention, period of the intervention, and outcome measures among the studies included in this analysis. The quality of the evidence was very low as it was downgraded by 5 levels owing to a high risk of bias, heterogeneity, and imprecision (Multimedia Appendix 10). Subgroup analyses showed no statistically significant difference for all characteristics of the population and intervention \((P>.05; \text{Multimedia Appendix 11})\).

Serious Games Versus Conventional Exercises

The effect of serious games on working memory was compared with that of conventional exercise in 11% (2/18) of the studies [51,62]. Both studies assessed working memory using 2 different measures. Thus, we included the results of all these measures. As shown in Figure 10 [51,62], there was no statistically significant difference \((P=.99)\) in working memory between the serious game and conventional exercise groups (SMD=0.00, 95% CI −0.45 to 0.45). The statistical heterogeneity of the evidence was moderate \((P=.10; \hat{I}^2=50.9\%)\). The quality of the evidence was very low as it was downgraded by 5 levels owing to a high risk of bias and imprecision (Multimedia Appendix 10).
**Serious Games Versus Conventional Cognitive Activities**

The effect of serious games on working memory was compared with that of conventional cognitive activities in 11% (2/18) of the studies [57,59] (Figure 11 [57,59]). A meta-analysis of the results of these studies showed no statistically significant difference ($P=0.08$) in working memory between the groups (SMD=0.37, 95% CI −0.05 to 0.78). The statistical heterogeneity of the evidence was not a concern ($P=0.65; I^2=0\%$). The quality of the evidence was very low as it was downgraded by 3 levels owing to a high risk of bias and imprecision (Multimedia Appendix 10).

**Figure 10.** Forest plot of 2 studies (4 comparisons) comparing the effect of serious games with that of conventional exercises on working memory. RE: random effect; SMD: standardized mean difference [53,64].

<table>
<thead>
<tr>
<th>Study</th>
<th>SMD [95% CI]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Karssemeijer 2019:1</td>
<td>-0.35 [-0.80, 0.10]</td>
</tr>
<tr>
<td>Karssemeijer 2019:2</td>
<td>-0.24 [-0.69, 0.21]</td>
</tr>
<tr>
<td>Liao 2021:1</td>
<td>0.25 [-0.33, 0.84]</td>
</tr>
<tr>
<td>Liao 2021:2</td>
<td>0.46 [-0.13, 1.05]</td>
</tr>
<tr>
<td>RE Model</td>
<td>0.00 [-0.45, 0.45]</td>
</tr>
<tr>
<td>$I^2 = 59.3%, Q = 5.34, df = 3, p = 0.10$</td>
<td>$Z = 0.01, p = 0.994$</td>
</tr>
</tbody>
</table>

**Figure 11.** Forest plot of 2 studies comparing the effect of serious games with that of conventional cognitive activities on working memory. RE: random effect; SMD: standardized mean difference [59,61].

<table>
<thead>
<tr>
<th>Study</th>
<th>SMD [95% CI]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Herrera 2012</td>
<td>0.54 [-0.31, 1.39]</td>
</tr>
<tr>
<td>Tamanas 2014</td>
<td>0.31 [-0.16, 0.78]</td>
</tr>
<tr>
<td>RE Model</td>
<td>0.37 [-0.05, 0.78]</td>
</tr>
<tr>
<td>$I^2 = 0.0%, Q = 0.29, df = 1, p = 0.65$</td>
<td>$Z = 1.74, p = 0.082$</td>
</tr>
</tbody>
</table>

**Serious Games Versus Other Serious Games**

The effect of serious games on working memory was compared with that of other serious games in 22% (4/18) of the studies [53,58,61,63]. Specifically, the first study compared the effect of a cognitive training game with that of exergames [53]. The study found a statistically significant difference ($P<0.001$) in memory between the groups, favoring cognitive training games over exergames [53]. The second study assessed the effect of 2 cognitive training games on working memory: a recollection...
training game and a recognition practice game [61]. The study showed no statistically significant difference in working memory between the 2 groups as measured by the n-back task (P=.78) and reading span task (P=.76) [61].

The remaining 50% (2/4) of the studies compared the effect of adaptive serious games with that of nonadaptive serious games [58,63]. Of the 2 studies, 1 (50%) assessed working memory using 4 different measures [58], whereas the other study (50%) used 2 different measures to do so [63]. Hence, we included the results of all these measures in the meta-analysis to form 6 comparisons. As shown in Figure 12 [58,63], there was no statistically significant difference (P=.08) in working memory between adaptive serious games and nonadaptive serious games (SMD=0.18, 95% CI −0.02 to 0.37). The statistical heterogeneity of the evidence was not a concern (P=.99; $I^2=0\%$). The quality of the evidence was low as it was downgraded by 2 levels owing to a high risk of bias and imprecision (Multimedia Appendix 10).

**Discussion**

**Principal Findings**

This study summarized the evidence regarding the effectiveness of serious games in improving memory. Our meta-analyses showed that serious games are more effective than no or passive interventions in improving nonverbal and working memory. Surprisingly, we found that serious games are as effective as no or passive interventions in improving verbal memory, which, therefore, deems serious games ineffective. This review demonstrated that serious games are more effective than conventional exercises in improving verbal memory. However, we found that serious games are as effective as conventional exercises in improving nonverbal and working memory, indicating that serious games are comparable with conventional exercises. Evidence suggests that cognitive training and exercise work through distinct neuronal mechanisms and, therefore, if combined, they might have synergistic and more effective results compared with being used as separate interventions [65,66]. Studying this synergistic relationship will become important in future primary research and trials. With the advances in virtual reality technologies, their availability, and rising applications of the metaverse [67], more evidence is needed to assess the effectiveness of virtual reality–based exergames in improving memory [68].

The meta-analyses in this review showed that serious games are as effective as conventional cognitive training in improving verbal, nonverbal, and working memory, meaning that serious games and conventional cognitive training are comparable. Furthermore, we found that the effect of adaptive serious games is similar to that of nonadaptive serious games in improving working memory.

The findings of our review and previous reviews were consistent for some outcomes and different for others. Specifically, a systematic review conducted by Lampit et al [32] compared the effect of cognitive training games with that of passive and active interventions on verbal, nonverbal, and working memory in healthy older adults. Consistent with our findings, the review found no statistically significant difference (P>.05) in the effect of cognitive training games and of no or passive interventions on verbal memory, and there was a statistically significant difference in working memory between the groups, favoring cognitive training games over no or passive interventions [32]. In contrast to our findings, Lampit et al [32] did not find a statistically significant difference in nonverbal memory between the groups. The contrary finding may be attributed to the following reasons: (1) although the number of participants was
In this review, the long-term effect of serious games was not assessed as few studies reported follow-up data, and the follow-up period was not consistent among the studies. Further studies should assess the long-term effect of serious games on memory. Most of the included studies (15/18, 83%) did not report the mean and SD of pre-post intervention change in memory for each group. Researchers should report this information to accurately calculate effect sizes.

Future studies should also examine and compare the effectiveness of playing serious games in multiplayer mode with other members of the family or community as this has not been assessed in previous studies. We urge researchers to conduct and report RCTs following recommended guidelines or tools (eg, RoB 2 [39]) to avoid the biases identified in this review.

**Practical Implications**

This review shows that serious games can be effective in improving verbal, nonverbal, and working memory. However, these findings should be interpreted cautiously given that most meta-analyses were based on a few studies (≤3) and judged to have a low quality of evidence for the following reasons: most of the included studies (11/18, 61%) were judged to have some concerns regarding the overall bias, the heterogeneity of the evidence was high in approximately half of the meta-analyses (4/10, 40%), and the total effect sizes were imprecise in all meta-analyses (10/10, 100%). On the basis of our review findings, serious games are still not ready as substitutes for real-world interactions and experiences; they should still be used as a supplement rather than an alternative method for interventions targeting the improvement of verbal, nonverbal, and working memory until more evidence suggests otherwise.

Despite the ubiquity and availability of smart mobile devices (ie, tablets and smartphones), only 6% (1/18) of the included studies used them [60]. Mobile devices can be more pervasive and accessible than PCs or commercially available gaming consoles. Studies estimate that, in 2021 alone, approximately 15 billion mobile devices exist worldwide and are used by >7.1 billion users [69]; this is expected to rise. Game and app developers should invest in creating serious games on mobile devices that target improving verbal, nonverbal, and working memory.
Limitations

This review cannot comment on the effectiveness of serious games (1) delivered on nondigital platforms, (2) used for other purposes (eg, screening or diagnosis), (3) used for improving other cognitive abilities (eg, learning, processing speed, and executive functions), (4) among other age groups, or (5) among those without cognitive impairment. This is because such interventions, outcomes, and populations were beyond the scope of this review.

It is likely that we missed some relevant studies as this review did not search some databases (eg, PubMed and the Cochrane Library [CENTRAL]) and excluded studies that were quasi-experiments, pilot RCTs, published before 2010, or written in non-English languages. The quality of the evidence was very low in all meta-analyses except for 10% (1/10); this may decrease the internal validity of our findings. We cannot comment on the long-term effect of serious games on memory as this review focused on the short-term effect of serious games by meta-analyzing only postintervention data rather than follow-up data. This is because the follow-up period was not consistent among the studies.

The effect size for each meta-analyzed study was likely overestimated or underestimated in this review given that the authors used postintervention data for each group to assess the effect size rather than the pre-post intervention change for each group. Postintervention outcome data were used as most studies (15/18, 83%) did not report the mean and SD for pre-post intervention change in memory for each group, and there was no statistically significant difference in memory between the groups at baseline in all studies (18/18, 100%).

Conclusions

Serious games may have a significant role to play in improving verbal, nonverbal, and working memory in older adults with cognitive impairment. However, these findings should be treated with caution given that most meta-analyses (7/10, 70%) were based on a few studies (≤3) and judged to have a low quality of evidence for the following reasons: most of the included studies (11/18, 61%) were judged to have some concerns regarding the overall bias, the heterogeneity of the evidence was high in approximately half of the meta-analyses (4/10, 40%), and the total effect sizes were imprecise in all meta-analyses (10/10, 100%). Therefore, serious games should be offered as a supplement to existing proven and safe interventions rather than as a complete substitute until further, more robust evidence is available. Further reviews are necessary to investigate the short- and long-term effect of serious games on memory and other cognitive abilities (eg, executive function, processing speed, and learning) among people of different age groups with or without cognitive impairment.
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Abstract

Background: Difficulties in emotion regulation are common in adolescence and are associated with poor social and mental health outcomes. However, psychological therapies that promote adaptive emotion regulation may be inaccessible and unattractive to youth. Digital interventions may help address this need.

Objective: The aim of this systematic review and meta-analysis was to synthesize evidence on the efficacy, feasibility, and acceptability of emotion regulation digital interventions in children and early adolescents aged 8 to 14 years.

Methods: Systematic searches of Web of Science, MEDLINE, PsycINFO, EMBASE, Education Resources Information Centre, ACM Digital Library, and IEEE Xplore up to July 2020 identified 39 studies, of which 11 (28%) were included in the meta-analyses (n=2476 participants). A bespoke tool was used to assess risk of bias.

Results: The studies evaluated digital games (27/39, 69%), biofeedback (4/39, 10%), virtual or augmented reality (4/39, 10%), and program or multimedia (4/39, 10%) digital interventions in samples classified as diagnosed, at risk, healthy, and universal. The most consistent evidence came from digital games, which reduced negative emotional experience with a small significant effect, largely in youth at risk of anxiety (Hedges g=–0.19, 95% CI –0.34 to –0.04). In general, digital interventions tended to improve emotion regulation, but this effect was not significant (Hedges g=0.19, 95% CI –0.16 to 0.54).

Conclusions: Most feasibility issues were identified in diagnosed youth, and acceptability was generally high across intervention types and samples. Although there is cause to be optimistic about digital interventions supporting the difficulties that youth experience in emotion regulation, the predominance of early-stage development studies highlights the need for more work in this area.

(JMIR Serious Games 2022;10(3):e31456) doi:10.2196/31456
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Introduction

Background

Emotion regulation difficulties are prospectively associated with negative social outcomes [1] and psychiatric disorders in youth [2]. This is particularly significant considering that half of all lifetime psychiatric disorders begin by the age of 14 years [3], and a recent large-scale meta-analysis reported 14.5 years as the worldwide peak age of psychiatric disorder onset [4]. The malleability of affective neural circuitry is heightened from late childhood through early adolescence [5,6]. Hence, this is a period of particular interest for harnessing adaptive emotion regulation strategies, which may support positive social outcomes and psychological well-being [7-9]. Proximal social input that manipulates the environment in a positive manner, such as targeted intervention, can improve emotion regulation ability [10,11]. Digital interventions may constitute efficacious, accessible, and attractive interventions in youth [12]. However, there is no systematic understanding of existing emotion regulation digital interventions and their efficacy in youth. Consequently, the aims of this systematic review and meta-analysis were to present a comprehensive understanding of the extant evidence on digital interventions that target emotion regulation in youth to provide recommendations for this emerging field.

Emotion Regulation in Youth

Emotion regulation is operationalized as the attempt to recognize positive and negative emotional reactions in ourselves and to increase or decrease these in ourselves or others [13,14]. The Extended Process Model of emotion regulation provides a framework of emotion regulation stages (identification, selection, implementation, and monitoring) and strategies in relation to an emotional goal (refer to the study by Gross [15] for a comprehensive account) and is consistent with the way many extant digital interventions for emotion regulation have been designed.

The developmental trajectories of improvements in different stages of the Extended Process Model are not equivalently linear [16]. In line with this, neural networks implicated in emotion regulation follow a pattern of protracted refinement and reorganization through synaptic pruning and myelination through late childhood and adolescence into early adulthood [3,11]. This may explicate adolescents’ heightened sensitivity to rewarding experiences, increased experience of negative emotions, and variability in affect compared with young children and adults [16-18]. Indeed, strengthening emotion regulation relies on improved connectivity between affective and reward-processing networks and prefrontal cognitive control networks [19]. This key developmental process is malleable and influenced by internal and external factors such as hormonal changes and social relationships [10,11]. Critically, this malleability is somewhat heightened from late childhood through adolescence [5,6].

Emotion Regulation Interventions in Youth

Proximal social input that manipulates the external environment in a positive manner, such as targeted intervention, can improve emotion regulation ability in youth [10]. Traditional face-to-face psychological interventions that aim to promote adaptive emotion regulation in youth include cognitive-, emotion-, and mindfulness-based talking therapies such as cognitive behavior therapy (CBT) [20], rational emotive behavior therapy [21], and dialectical behavior therapy [22]. These are facilitated by a psychologist in 1:1 sessions or small groups, depending upon the needs of the individual and available resources. CBT aims to reduce the selection and implementation of maladaptive cognitive emotion regulation strategies (eg, rumination) and instead promote adaptive ones (eg, cognitive reappraisal). CBT is effective in adolescent populations [23]. However, such therapies are time, money, and personnel intensive [24], and youth may experience traditional programs as unattractive because of perceived mental illness [25,26] and related help-seeking stigma [27]. Negative attitudes toward traditional approaches may be reflected in poor engagement, as evidenced in dropout rates of up to 75% [28]. Preventive emotion regulation programs that are wider reaching than traditional therapies focus on the engagement and education of the caregivers of youth [13]. Such programs encourage explicit tangible learning and practice of adaptive emotion regulation strategies [13] either in the classroom [29-31] or through home-based socialization [32,33]. Although highly encouraging, these interventions may not be accessible or appropriate for all young people. For example, disadvantaged youth demonstrate an increased potential for withdrawal from mainstream services [34] through which wider-reaching interventions are provided.

Digital Interventions in Youth

Mental health digital interventions for youth have attracted a number of recent systematic reviews and meta-analyses [12,35-37]. The most common types of digital interventions include virtual and augmented reality, internet therapy, biofeedback and neurofeedback, digital games, and web-based programs [12,35,36]. Although this is an emerging field, preliminary evidence suggests that digital technologies may constitute clinically effective, economical, accessible, and attractive interventions for mental health problems in youth [12]. Moreover, the internet is widely accessible, even to populations who may not have access to support using traditional means [38]. However, previous reviews have focused on a broad age range, encompassing childhood, early adolescence, late adolescence, and early adulthood. This may not permit the understanding of the impact that digital tools have within childhood and early adolescence—a critical period of brain development [5,6] and time of newly increased interest in, and engagement with, web platforms [39].

This Study

Considering emotion regulation–specific digital interventions, an example is the small number of freely available mobile apps accessible through the UK National Health Service (NHS) digital technology library for mental health. These claim to support well-being through heart rate biofeedback, breathing techniques, and gamified calming strategies. Such freely
available interventions are born out of national health care provision policy implemented by the NHS, which is driven by clinical need and economic considerations; yet, there is no empirical research to provide evidence for the efficacy of these apps. Furthermore, no extant systematic reviews or meta-analyses present such evidence for emotion regulation digital interventions in children and early adolescents.

In parallel to the question of efficacy, the study by Bevan-Jones et al [40] highlighted concerns regarding levels of user engagement, uptake, and adherence in mental health digital interventions for youth. This is discussed in line with best practices in digital intervention development in which active involvement of key stakeholders (eg, early adolescents) is recommended to facilitate the feasibility of digital interventions as well as their acceptability [40]. A systematic understanding of how far digital interventions for emotion regulation have achieved feasibility and acceptability and how these are evaluated is also important. In this systematic review and meta-analysis, we aimed to evaluate the extent evidence base for the use of digital technologies to improve emotion regulation in children and early adolescents and provide recommendations for the progression of the field.

Research Questions
We formulated the following research questions:

1. What are the characteristics of digital interventions that have been evaluated in terms of the efficacy and feasibility of their impact on emotion regulation in children and early adolescents?
2. How efficacious and feasible are emotion regulation digital interventions in children and early adolescents?
3. What are the experiences of children, early adolescents, and other stakeholders regarding the acceptability of emotion regulation digital interventions that evaluate efficacy or feasibility?

Methods
Details of the protocol for this systematic review and meta-analysis were registered on PROSPERO [41].

Information Sources and Search
Web of Science, MEDLINE, PsycINFO, EMBASE, Education Resources Information Centre, ACM Digital Library, and IEEE Xplore electronic databases were used to identify studies. Groups of search terms pertaining to children and early adolescents, digital interventions, and emotion regulation were identified through scoping searches and combined using OR (within groups) and AND (across groups) Boolean operators and syntax. Search terms and associated Boolean operators and syntax were adapted for different databases as necessary. Refer to Multimedia Appendix 1 for the full search strings for each database. Gray literature searching using Open Science Framework Preprints and OpenGrey electronic databases, as well as forward and backward tracking, was used to identify further studies. An author voluntarily sent 1 study to the authors. Searches were initially run in August 2018 and repeated as a top-up search in July 2020. The initial search was broader than the top-up search. Before the top-up search in July 2020, the inclusion criteria were reviewed. Because of the need to narrow the focus of the review, studies targeting social cognition only and acceptability or qualitative design only, theses, and studies in which samples were aged <8 years or >14 years were excluded. Therefore, at this stage, the social cognition search terms were removed from the search string. The age of 14 years was determined as the upper age limit because of increasing evidence of the need for early emotion regulation intervention efforts from an empirical as well as public health perspective [4,29,30,33,42].

Eligibility Criteria
Studies were included if they met the following inclusion criteria: (1) used digital technology as an intervention strategy, (2) aimed to improve emotion regulation and associated neurobiological mechanisms, (3) targeted children and early adolescents (mean age between 8 and 14 years), and (4) reported data on the efficacy or feasibility of the digital intervention with or without acceptability data. Studies reporting only acceptability data without corresponding efficacy or feasibility data were not included. Studies meeting these inclusion criteria and published after 2008 in peer-reviewed journals presented in English, German, Portuguese, Spanish, Italian, Serbian, Croatian, or Hebrew were considered for inclusion. Studies published after 2008 were included because scoping searches conducted in August 2018 revealed that emotion regulation digital interventions were developed after 2008. Quantitative and mixed methods studies that used any relevant outcome measure were considered for inclusion.

Studies were excluded if they met any of the following exclusion criteria: (1) not original research paper, extended conference paper, or preprint (ie, book, book chapter, commentary, conference abstract, or conference poster), (2) development or testing of technical intervention component only (eg, statistical simulation without assessment of a psychological variable), (3) animal population, and (4) population with organic neurological disorder, and if they did not meet the inclusion criteria.

Please refer to the Meta-analyses subsection under the Methods section for specific information on meta-analysis eligibility criteria.

Study Selection and Data Collection
Using the web-based reference management software Covidence (Veritas Health Innovation Ltd), 2 independent reviewers (SR and JS) conducted record screening [43]. Any conflicts between the reviewers’ screening decisions were resolved through consensus, with involvement of a third experienced researcher if necessary. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [44] and a bespoke risk-of-bias assessment tool (refer to the next section) were used when designing and conducting the data extraction protocol. A piloted standardized Microsoft Excel table was used to extract data from the included studies for evidence synthesis and risk-of-bias assessment (refer to Multimedia Appendix 2 [45-83] for the extraction table). The first author (SR) completed this task.
Assessment of Risk of Bias

A tool for risk-of-bias assessment was created using evidence-based information and guidance. This was sourced from the Cochrane Collaboration’s tool for assessing risk of bias in randomized trials [84], Cochrane Methods risk-of-bias web-based library [85], NHS National Institute for Health and Care Research guidance for feasibility and pilot intervention studies [86], and the Newcastle-Ottawa Scale for assessing the quality of nonrandomized trials [87]. Wide-ranging information and guidance were required because of the breadth of research designs and associated methodological characteristics included. Care was taken to feature the risk-of-bias domains relevant to the included studies and questions in the review. The tool consisted of 6 domains: (1) selection bias, (2) performance bias, (3) detection bias, (4) attrition bias, (5) reporting bias, and (6) other bias. The risk-of-bias assessment was conducted independently by 2 two trained reviewers. Any conflicts were resolved through discussion, with involvement of a third experienced researcher if necessary. Refer to Multimedia Appendix 3 for the risk-of-bias tool domains.

Clustering and Coding of Included Studies

Guidance on the conduct of narrative synthesis in systematic reviews [88] was followed to generate a thematic understanding of the included digital interventions. The included studies were coded and clustered using defined criteria based on the key category of intervention type. The criteria and definitions that were used to cluster the included studies are detailed in Textbox 1. Studies were further coded based on the population type. These were identified as diagnosed: children and early adolescents diagnosed with a physical or mental health disorder; at risk: children and early adolescents at risk of a mental health disorder (eg, elevated anxiety); healthy: typically developing children and early adolescents with no identified diagnosis; and universal: no exclusion criteria applied. The studies’ outcome targets were coded based on what they measured. These were emotion regulation: recognition of emotions in oneself and the increase or decrease of these emotions; emotion experience: negative (eg, frustration) or positive (eg, joy) emotions or symptoms; and physiological regulation: brain or bodily signals associated with emotion regulation and emotion experience (eg, heart rate).

Tables were created to summarize the characteristics of the included studies and the efficacy, feasibility, and acceptability data. Within the tables that present the efficacy, feasibility, and acceptability findings, we provide the raw reporting risk-of-bias information at the measure level for information and transparency.

Textbox 1. Clustering of included studies based on intervention type.

<table>
<thead>
<tr>
<th>Cluster and definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biofeedback: A digital physiological monitoring aid</td>
</tr>
<tr>
<td>Digital game: An electronic game with functions to achieve specific goals, with or without biofeedback</td>
</tr>
<tr>
<td>Virtual reality and augmented reality: A simulated environment (ie, a digital immersion experience with no physical world input); an enhanced reality (ie, a digital sensory component on a live smartphone view)</td>
</tr>
<tr>
<td>Program and multimedia: A program or multimedia application</td>
</tr>
</tbody>
</table>

Acceptability, Feasibility, and Efficacy

Acceptability and feasibility data were synthesized within intervention clusters with validity and reliability reporting bias and attrition bias information where appropriate. In studies not included in the meta-analyses, within-intervention group before-and-after emotion regulation, emotion experience, and physiological regulation efficacy data were further synthesized with significance and effect size information where available. Hedges g (the summary measure) was calculated in R [89], using the esc package [90] to indicate whether significant observed effects were small (0.2), medium (0.5), large (0.8), or very large (1). In a very small number of studies, it was not possible to calculate Hedges g or convert to it (eg, where only η² value was provided).

Meta-analyses

Studies included in the systematic review were considered for inclusion in the meta-analytic component if they were randomized controlled trials (RCTs) [91]. Of the 39 studies included in the systematic review, 3 (8%) were not sufficiently homogeneous to other included studies; therefore, they were not included in the meta-analyses. Of these 3 studies, 2 (67%) used informant report only and reported emotion regulation effects alongside emotional expression as a composite score and 1 (33%) implemented a crossover design. In addition, another study did not provide data to calculate effect sizes and hence was not included. Noninferiority RCTs (which compared the intervention to efficacious group face-to-face CBT and hypothesized nonsignificant differences between groups), which are increasingly prevalent in the intervention literature, were included in the meta-analyses. Including noninferiority trials is a more conservative approach in terms of the resultant effect sizes that would be expected; the majority (69, 67%) of the other studies included in the meta-analyses used an active control, and some of these were class-based psychoeducation, which has demonstrated beneficial effects. Thus, noninferiority studies were deemed similar enough to other RCTs to be included [92]. It is acknowledged that this may have resulted in the pooled effect being lower than if noninferiority effect estimates had been excluded. Including nonrandomized studies was considered; however, such studies were not reasonably resistant to biases (they were all judged as high risk of bias, inclusive of confounding bias, and varied greatly in methodological design [91]).

Meta-analyses using a very small number of studies may negatively affect the estimation of between-study variance [93];
therefore, a threshold of 4 studies was established as a suitable minimum. Thus, 2 meta-analyses were conducted, focusing on emotion regulation and emotion experience outcomes, respectively. From each study, 1 effect was selected for each meta-analysis to ensure the independence of effect sizes [94]. All the studies used self-report measures; therefore, 1 self-report effect from each included study was selected. Where studies provided multiple self-report effects for each outcome target type, constructs from self-report scales or subscales that were most similar to each other across the included studies were selected. For example, most emotion experience effects measured anxiety across the included studies; hence, where possible, anxiety-based effects were selected for meta-analysis. Where studies used multiple comparison groups, the active control group data were used. Further standardization was facilitated by computing postintervention standardized mean differences only. This is because follow-up data collection was not incorporated into the designs of all meta-analytic studies, and where it was, the length varied greatly across studies. Studies were also coded based on intervention type (biofeedback, digital game, and program and multimedia), population type (diagnosed, at risk, healthy, and universal), training of additional skills (yes or no), use of additional mode of intervention delivery (yes or no), and measure risk of bias (low or high). In addition, dropout rate was included in the results of the meta-analyses.

Analyses were conducted in R [89] using meta-analyses packages tidyverse [95], meta [96], metafor [97], and dmetar [98]. The studies included in the meta-analysis varied somewhat in methodological design; therefore, a degree of heterogeneity was assumed. In line with this, random effects models were applied [99]. The restricted maximum likelihood estimation of tau-squared (\(\tau^2\)) between-study variance was used because it corrects for negative bias within continuous data (in which large tau-squared is reported when the number of studies and individual studies’ sample sizes are small), unlike the standard DerSimonian-Laird method [100]. The mean and SD of each study’s selected effect was used to calculate Hedges g and its SEs. Hedges g was computed because the commonly used Cohen d [101] may demonstrate a slight bias in small studies in which effects are overestimated [102]. In each meta-analysis, study ID was the unit of analysis, and the effect size (g) for each study was the level of analysis [103].

Heterogeneity was estimated using \(I^2\), tau-squared, and the prediction interval (range into which the effects of future studies are expected to fall) because of the possibility that any one measure on its own is inadequate [98]. Specifically, although \(I^2\) is insensitive to increases or decreases in the number of studies, it relies on each individual study’s sample size to predict the amount of variability in the effect sizes not caused by sampling error [98,104]. \(I^2<25\%\) indicates low heterogeneity, \(I^2=50\%\) indicates moderate heterogeneity, and \(I^2>75\%\) indicates high heterogeneity [105]. Tau-squared, the between-study effect size variance estimator, is insensitive both to each study’s sample size and the number of studies in a meta-analysis, but the meaning of tau-squared might be difficult to interpret alone [98].

Outlier analyses were conducted to determine whether extreme effect sizes contributed to between-study heterogeneity, using a CI-based approach [98]. Influence analyses were conducted to determine the robustness of the pooled effect estimates using leave-one-out principles [98]. Influential cases were examined in subplots [106]. These revealed how much the predicted pooled effect changed in SD units after excluding a given study, the distance between the value when the study was included versus excluded (the Cook distance), and the covariance ratio [98]. Extreme values were shown in red. In addition, the plots were examined to detect any extreme cases not defined by the Viechtbauer and Cheung threshold [106]. Baujat plots were created to determine each study’s heterogeneity input [107]. Finally, 2 leave-one-out forest plots that ordered studies by \(I^2\) between-study heterogeneity and effect size (low value to high value) were created to provide further evidence of influential studies [98]. As digital games constituted most (9/11, 82%) of the studies in the meta-analyses, additional meta-analyses were conducted using only digital game effect sizes where appropriate.

**Publication Bias**

Several steps were taken to investigate potential publication bias, which occurs because of selective publication of significant findings with large effects [98,108]. Particularly in small studies, where very large effects are needed to reach statistical significance, the results are more likely to be statistically significant if their effect sizes are high. First, contour-enhanced funnel plots were examined visually. Contour-enhanced funnel plots, which present color shading linked to significance levels, allow the distinguishing of publication bias from other sources of asymmetry, for example, variable study quality [109]. The Egger test of the intercept quantified funnel plot asymmetry—a statistically significant result (\(P<0.05\)) determines asymmetry [110]—although this possesses low statistical power in <10 studies [91]. Where the Egger test was significant, the Duval and Tweedie trim-and-fill method was used to estimate the actual effect size had the missing small studies been published [111]. Missing studies were imputed into the funnel plot until asymmetry was attained.

**Results**

**Study Selection**

The use of the inclusion and exclusion criteria as previously defined resulted in 39 studies being included in the systematic review and meta-analysis [112] (Figure 1).
Description of Study Clustering

As shown in Figure 2, most (27/39, 69%) of the studies assessed digital game interventions in children and early adolescents who had received a diagnosis.

Figure 2. Study clustering findings with population characteristics. Of the 39 studies, 1 (3%) reported results for both populations who had received a diagnosis and healthy populations. The totals were calculated based on the main target population.
Study Characteristics

Multimedia Appendix 4 [45-83] contains the characteristics of all included studies. The 39 studies had sample sizes ranging from 2 to 1645. Participants were aged 5 to 17 years, with a mean age, where reported, of 8 to 14 years. Studies provided data related to effectiveness (4/39, 10%); effectiveness and feasibility (11/39, 28%); effectiveness and acceptability (2/39, 5%); effectiveness, feasibility, and acceptability (9/39, 25%); efficacy (5/39, 13%); efficacy and feasibility (6/39, 15%); and efficacy, feasibility, and acceptability (2/39, 5%). Of the 17 studies that targeted children and early adolescents who had received a diagnosis, most (n=9, 53%) targeted autism spectrum disorders (ASDs). Of the 8 studies that targeted samples classified as at risk, half (n=4, 50%) targeted elevated anxiety with digital games. Studies were conducted in Australia (9/39, 23%), Spain (8/39, 21%), The Netherlands (6/39, 15%), the United States (6/39, 15%), Hong Kong (3/39, 8%), Romania (3/39, 8%), Wales (1/39, 3%), Nepal (1/39, 3%), Belgium (1/39, 3%), and Germany (1/39, 3%). Differentiation between effectiveness and efficacy highly depends on study design and available resources; indeed, effectiveness reflects real-life conditions. Hence, throughout the reporting of the results, we use the term efficacy for simplicity.

In total, 11 studies were eligible for meta-analyses. These comprised 2476 participants (n=1248, 50.4%, in intervention conditions and n=1228, 49.6%, in control conditions). Sample sizes ranged from 20 to 1645. Most of the studies targeted samples classified as at risk or diagnosed (8/11, 73%) and were digital games (9/11, 82%). Of the 9 digital games, 4 (44%) targeted children or early adolescents at risk of anxiety (n=448); 3 (33%) targeted those diagnosed with posttraumatic stress disorder, anxiety with and without comorbid intellectual disability, and ASD with elevated anxiety (n=178); and 2 (22%) targeted healthy early adolescents (n=185). Of the 11 studies, 1 (9%) biofeedback study targeted youth (n=20) diagnosed with anorexia nervosa, whereas 1 (9%) program and multimedia study targeted a universal sample (n=1645). No studies in the virtual and augmented reality cluster were included. Regarding comparisons, the digital game cluster compared the intervention with an active control (n=2), active control with separate wait-list (n=2), and treatment as usual with (n=1) and without (n=1) wait-list. The biofeedback study compared the intervention with treatment as usual. The program and multimedia study compared the intervention with a web-based neuroscience program. Of the 5 studies that permitted continuance of usual treatment, 3 (60%) were in the digital game cluster.

Intervention Characteristic Summary

Of the 39 included studies, 22 (56%) clearly stated that they incorporated additional support, monitoring, or nondigital delivery. Most (3/4, 75%) of the program and multimedia studies incorporated class sessions and homework. Half (4/8, 50%) of the virtual and augmented reality studies as well as biofeedback studies and 56% (15/27) of the digital game studies incorporated nondigital delivery, additional support, or monitoring. Only the study by Wijnhoven et al [45] was included in the meta-analytic component. In total, 44% (17/39) of the studies trained other skills as well as emotion regulation. These were mostly (9/17, 53%) social skills and social cognition. A key pedagogical and therapeutic theme across all interventions was explicit emotion regulation strategy learning through digital characters or a face-to-face facilitator, with practice in a relevant and engaging but safe environment. Refer to Multimedia Appendix 5 for descriptions of all the interventions.

Risk of Bias

As demonstrated in Figure 3, most (33/39, 85%) of the studies were judged by reviewers as low quality. In total, 15% (6/39) of the studies, all of which were included in the meta-analytic component, gained moderate quality ratings. Although most (17/39, 44%) of the studies targeted diagnosed populations, reviewers judged all these studies as low quality. The highest proportion of moderate quality ratings was in the digital game cluster in populations classified as at risk. Overall, the distribution of risk-of-bias scores ranged from 7 to 20 out of 26, with higher scores indicating higher quality. The Interrater reliability was substantial (Cohen κ=0.75) [113]. Refer to Multimedia Appendix 6 for a detailed summary of the risk-of-bias findings.

Figure 3. Review authors’ judgments regarding overall study quality in the intervention clusters.
Meta-analysis

Emotion Experience

Of the 39 included studies, 10 (26%) assessed group differences in emotion experience with self-report. Of these 10 studies, 9 (90%) revealed effect sizes in favor of the intervention, with less negative (k=8) or more positive (k=1) emotion experience effects in the intervention group. However, of these 10 studies, only 1 (10%; digital game) revealed a significant effect (Table 1). This study targeted children at risk of anxiety. Only the study by Lackner et al [68] revealed an effect in the unexpected direction in which negative emotion experience was greater in the intervention group than in the control group after the intervention. This related to the only biofeedback study included in the meta-analysis, with the smallest sample size (n=20; although the study also reported one of the lowest dropout rates of 9%). The very small pooled effect was nonsignificant (k=10; Hedges g=−0.12, 95% CI −0.26 to 0.02; P=.09; Figure 4A). Tau-squared was low (τ²=0.0176) indicating little variation among the studies. Yet, the I² value of 39.5% indicated low to moderate heterogeneity, and the somewhat broad prediction interval (−0.46 to 0.22) suggests that the very small observed pooled effect largely on negative emotion experience through emotion regulation digital interventions is not robust in every context.

Given the potential impact of the type of digital intervention on the pooled effect and heterogeneity outcomes, the emotion experience meta-analysis was conducted again with only the digital game studies (n=9). All the digital game studies assessed negative emotion experience outcomes. The forest plot reveals a small negative pooled effect (Figure 4B). This was significant (k=8; Hedges g=−0.19, 95% CI −0.34 to −0.04; P=.02). Tau-squared was 0, indicating that variation in effect sizes among the studies was caused by sampling error rather than heterogeneity. The I² value of 0% corroborated this, and the narrow prediction interval (Hedges g=−0.34 to −0.04) suggests that the small observed pooled negative emotion experience effect through emotion regulation digital game interventions is robust across different contexts.
Table 1. Emotion experience and emotion regulation meta-analytic outcomes. Refer to Multimedia Appendix 7 [45-83] for measure details.

<table>
<thead>
<tr>
<th>Study, year [reference number]; intervention</th>
<th>Hedges g (95% CI)</th>
<th>Sample size, n</th>
<th>Control</th>
<th>Measures and risk of bias</th>
<th>Dropout rate, %</th>
<th>Other skill or support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lackner et al&lt;sup&gt;b&lt;/sup&gt;, 2016 [68]; biofeedback</td>
<td>0.41 (–0.48 to 1.3)</td>
<td>20</td>
<td>TAU&lt;sup&gt;c&lt;/sup&gt;</td>
<td>ECQ R&lt;sup&gt;d,e&lt;/sup&gt;</td>
<td>BSI A&lt;sup&gt;e&lt;/sup&gt;</td>
<td>9</td>
</tr>
<tr>
<td>Scholten et al&lt;sup&gt;e&lt;/sup&gt;, 2016 [73]; digital game</td>
<td>–b</td>
<td>138</td>
<td>Active</td>
<td>—</td>
<td>SCAS-C&lt;sup&gt;e&lt;/sup&gt;</td>
<td>8.7 (ITT&lt;sup&gt;j&lt;/sup&gt;)</td>
</tr>
<tr>
<td>Schuurmans et al&lt;sup&gt;b&lt;/sup&gt;, 2018 [75]; digital game</td>
<td></td>
<td>37</td>
<td>TAU</td>
<td>—</td>
<td>SCAS-C&lt;sup&gt;e&lt;/sup&gt;</td>
<td>34 (ITT)</td>
</tr>
<tr>
<td>David et al, 2019 [58]; digital game</td>
<td>0.37 (–0.03 to 0.77)</td>
<td>96</td>
<td>Active</td>
<td>ERICA C&lt;sup&gt;k,e&lt;/sup&gt;</td>
<td>SDQ-C&lt;sup&gt;e&lt;/sup&gt;</td>
<td>7</td>
</tr>
<tr>
<td>Rogel et al&lt;sup&gt;b&lt;/sup&gt;, 2020 [71]; digital game</td>
<td>–</td>
<td>32</td>
<td>TAU-WL&lt;sup&gt;m&lt;/sup&gt;</td>
<td>—</td>
<td>TSC A&lt;sup&gt;n,e&lt;/sup&gt;</td>
<td>22 (ITT)</td>
</tr>
<tr>
<td>Schoneveld et al&lt;sup&gt;e&lt;/sup&gt;, 2016 [46]; digital game</td>
<td>–</td>
<td>136</td>
<td>Active</td>
<td>—</td>
<td>SCAS-C&lt;sup&gt;e&lt;/sup&gt;</td>
<td>25.7 (ITT)</td>
</tr>
<tr>
<td>Schoneveld et al&lt;sup&gt;e&lt;/sup&gt;, 2018 [47]; digital game</td>
<td>–</td>
<td>174</td>
<td>Active</td>
<td>—</td>
<td>SCAS-C&lt;sup&gt;e&lt;/sup&gt;</td>
<td>12 (ITT)</td>
</tr>
<tr>
<td>David et al, 2020 [59]; digital game</td>
<td>–</td>
<td>89</td>
<td>Active</td>
<td>—</td>
<td>PoAD A&lt;sup&gt;t&lt;/sup&gt;</td>
<td>18.8</td>
</tr>
<tr>
<td>Wijnhoven et al&lt;sup&gt;b&lt;/sup&gt;, 2020 [45]; digital game</td>
<td>–</td>
<td>109</td>
<td>Active</td>
<td>—</td>
<td>SCAS-C&lt;sup&gt;e&lt;/sup&gt;</td>
<td>32</td>
</tr>
<tr>
<td>Schoneveld et al&lt;sup&gt;e&lt;/sup&gt;, 2020 [74]; digital game</td>
<td>–0.11 (–0.4 to 0.19)</td>
<td>174</td>
<td>Active</td>
<td>SEQ SE&lt;sup&gt;s,e&lt;/sup&gt;</td>
<td>—</td>
<td>12 (ITT)</td>
</tr>
<tr>
<td>Smith et al&lt;sup&gt;b&lt;/sup&gt;, 2018 [77]; program</td>
<td>0.26 (0.16 to 0.36)&lt;sup&gt;y&lt;/sup&gt;</td>
<td>1645</td>
<td>Active</td>
<td>ATES&lt;sup&gt;a&lt;/sup&gt;</td>
<td>EWS&lt;sup&gt;v,t&lt;/sup&gt;</td>
<td>0 reported</td>
</tr>
</tbody>
</table>

<sup>a</sup>Pooled Hedges g (random effects model, restricted maximum likelihood tau-squared): emotion regulation: Hedges g=0.19 (95% CI –0.16 to 0.54); emotion experience: Hedges g=–0.12 (95% CI –0.26 to 0.02), game only Hedges g=–0.19 (95% CI –0.34 to –0.04).

<sup>b</sup>Continuance of existing treatment permitted.

<sup>c</sup>TAU: Treatment as usual.

<sup>d</sup>ECQR: Emotional Competence Questionnaire, Regulating and Controlling Own Emotions subscale.

<sup>e</sup>Low risk of bias.

<sup>f</sup>BSIA: Brief Symptom Inventory, shortened from Symptom Checklist-90-Revised, Anxiety subscale.

<sup>g</sup>Continuance of existing treatment not permitted.

<sup>h</sup>Not available.

<sup>i</sup>SCAS-C: Spence Children’s Anxiety Scale.

<sup>j</sup>ITT: intention to treat used.

<sup>k</sup>ERICA C: Emotion Regulation Index for Children and Adolescents, Control subscale.

<sup>l</sup>SDQ-CE: Strengths and Difficulties Questionnaire–Child Version, Emotional Symptoms subscale.

<sup>m</sup>TAU-WL: Treatment as usual–waitlist.

<sup>n</sup>TSCA: Trauma Symptom Checklist for Young Children, Anxiety scale.

<sup>o</sup>Significant at P<.05.

<sup>p</sup>Noninferiority: no significant between-group differences expected.

<sup>q</sup>POAD A: Profile of Affective Distress, Concern and Anxiety subscale.

<sup>r</sup>High risk of bias.

<sup>s</sup>SEQ SE: Self-Efficacy Questionnaire for Children, Emotion Self-Efficacy scale.

<sup>t</sup>Significant at P<.01.

<sup>u</sup>ATES: Adaptive Theories of Emotions Scale.

<sup>v</sup>EWS: Emotional Well-Being in School Scale.
**Emotion Regulation**

Of the 11 studies included in the meta-analysis, 4 (36%) assessed group differences in emotion regulation with self-report. Only the study by Smith et al [77] (program) revealed a significant effect (Table 1). The non-inferiority study by Schoneveld et al [74] revealed an effect in favor of the control group. Of note is the biofeedback study by Lackner et al [68] in which the control group improved compared with the intervention group; yet, because the intervention group’s baseline mean was greater than that of the control group, the observed effect seems to be in favor of the intervention group. The pooled effect was nonsignificant ($k=4$; $Hedges\ g=0.19$, 95% CI $-0.16$ to $0.54$; $P=.18$; Figure 4C). Tau-squared was low ($\tau^2=0.0274$), suggesting little variation among the studies. However, the $I^2$ value of 49.3% indicated near-moderate heterogeneity, and the extremely broad prediction interval ($-0.66$ to $1.04$) suggests that the nonsignificant small observed pooled effect on emotion regulation through emotion regulation digital interventions is not robust.

**Outliers and Influential Cases**

Outlier analysis did not detect any extreme effect sizes for the emotion experience or emotion regulation meta-analyses.

In the meta-analysis on emotion experience outcomes in digital games (significant), no studies were identified as extreme cases using the influential Viechtbauer and Cheung study threshold [106]; yet, visual inspection of the influence analysis subplots suggested that the studies by Schoneveld et al [46] and Schoneveld et al [47], both of which trained emotion regulation with an electroencephalogram (EEG) neurofeedback–based anxiety-induction digital game, presented extreme values. The Baujat plot corroborated this, indicating that these studies were highly influential in heterogeneity and pooled effect size. These studies also measured efficacy expectancy before the intervention and reported null between-group differences. Refer to Multimedia Appendix 8 [46,74,77,106] for a detailed description of the influence analyses.

In summary, the meta-analytic evidence suggests that only digital game interventions significantly reduced negative emotional experience in children and early adolescents with a
small effect, and this may be robust across different contexts; yet, there is no evidence for improvements in self-reported emotion regulation abilities through digital intervention.

**Publication Bias**

Visual inspection of the contour-enhanced funnel plots (Figure 5) indicated some asymmetry. Importantly, there was only 1 significant effect size in each funnel plot. This suggests that asymmetry may have been due largely to factors other than publication bias (eg, variations in study quality and methodology).

The Egger test of the intercept was nonsignificant for both the emotion regulation ($k=4$; regression intercept $-0.409$, 95% CI $-3.19$ to $2.19$; $P=.79$) and emotion experience digital game–only meta-analyses ($k=8$; regression intercept $-1.514$, 95% CI $-3.87$ to $0.84$; $P=0.25$). However, it was significant for the emotion experience meta-analyses that included all relevant studies ($k=10$; regression intercept $-1.462$, 95% CI $-2.36$ to $-0.57$; $P=.01$). Hence, there was substantial asymmetry within this funnel plot potentially because of variations in study quality and methodology.

A trim-and-fill analysis was conducted on the significant emotion experience effect (refer to Multimedia Appendix 9 for the associated funnel plot). The 5 added effects were larger in magnitude, and the pooled effect was smaller and remained nonsignificant ($k=15$; Hedges $g=-0.019$, 95% CI $-0.16$ to $0.2$; $P=0.82$). Tau-squared was moderate ($\tau^2=0.05$), indicating variation among the studies. $I^2$ was 56%, indicating moderate heterogeneity.

In summary, the small, significant impact of digital games on negative emotional experience in children and early adolescents was likely not overestimated because of either publication bias or variations in study quality and methodology.

**Figure 5.** Meta-analytic contour-enhanced funnel plots between the SE and Hedges $g$. (A) Emotion experience. (B) Emotion experience—digital game studies only. (C) Emotion regulation. Light gray shading: $P<.01$; gray shading: $P<.025$; and dark gray shading: $P<.05$. No shading: nonsignificant ($P<.05$).

**Efficacy**

**Overview**

Multimedia Appendix 10 [48-57,60-67,69,70,72,76,78-83] contains the within-intervention group pre- to postintervention efficacy summaries of emotion regulation, emotion experience, and physiological regulation domains from all studies not included in the meta-analyses (28/39, 72%). Where available, follow-up data are also provided. Studies were nonrandomized or noncontrolled or judged to not be adequately resistant to biases and of variable methodological design. Therefore, the synthesis assessments described in the following sections should be interpreted accordingly. Where it was not possible to synthesize before-and-after efficacy data (eg, single-session experiments, postintervention interviews, and field notes), data were synthesized in line with the measures and design from which they were borne.

**Biofeedback Studies**

Of the 3 biofeedback studies that provided efficacy data, only 1 (33%) used measures that were judged as low risk of bias. All 3 studies provided data on physiological regulation. Children and early adolescents significantly altered their physiology as directed by the intervention in heart rate variability (HRV)–EEG
and functional magnetic resonance imaging (fMRI) biofeedback–neurofeedback and neurofeedback interventions. Emotion regulation was assessed in 67% (2/3) of these studies: emotion regulation correlated with increased emotion regulation network activation in the fMRI neurofeedback study, whereas emotion regulation improved significantly with a large effect in HRV biofeedback but not in combined HRV-EEG biofeedback–neurofeedback in the second study. This study also assessed negative emotion experience—emotional lability and negativity decreased significantly with a large effect. Anxiety reductions were nonsignificant.

**Digital Game Studies**

Of the 27 digital game studies, 18 (67%) provided efficacy data. Of these 18 studies, 3 (17%) assessed the success of frustration or joy emotion induction within a virtual reality–enabled emotion regulation game across different mediating devices. Frustration increased significantly after the frustrating game in 33% (1/3) of the studies but not when mediated by a camera device. Increases in joy after the joyful game were nonsignificant across all device types in 33% (1/3) of the studies.

The strongest evidence for positive change brought about by digital games was the reduction of negative emotion experience (anxiety). Of the 18 studies, 7 (39%) measured this; of these 7 studies, 3 (43%) were statistically significant with small to large effects.

Of the 18 studies, 8 (44%) measured emotion regulation, which largely improved. Where pre-post statistical information was available (5/8, 63%), improvements were significant, with medium to large effects. However, the significant findings reported on the same game.

Of the 18 studies, 5 (28%) assessed physiological regulation. In total, 20% (1/5) of the studies reported significant reductions in heart rate and 20% (1/5) reported nonsignificant reductions in heart rate.

**Virtual and Augmented Reality**

Of the 4 virtual and augmented reality studies, 4 (100%) provided efficacy data, largely with measures judged as low risk of bias. Most (3/4, 75%) of the studies only measured emotion regulation. Individual exposure but not group exposure to immersive virtual reality emotion and social skill practice was linked to significant improvements in emotion regulation in a sample with high-functioning ASD, with a small effect (from 2/4, 50%, studies).

**Program and Multimedia**

Of the 4 program and multimedia studies, 3 (75%) provided efficacy data, all of which assessed 1 multimedia modular program. Intensity of emotions was assessed in 67% (2/3) of these studies—intensity of negative emotions only decreased significantly in 50% (1/2) of these studies, with a small effect. Intensity of positive emotions decreased significantly in both studies, with small to large effects.

**Summary of Efficacy Data**

The most consistent evidence comes from digital game interventions in the reduction of negative emotion experience. A note of caution is recommended when interpreting these findings owing to the varied methodology, high risk of bias, and overall low quality of the included studies. Furthermore, the evidence base for the impact of digital interventions on physiological indices of emotion regulation is much smaller and less consistent.

**Feasibility**

Multimedia Appendix 11 [45-51, 53, 54, 56, 58, 59, 65, 66, 68-79, 82, 83] contains the feasibility summaries from the included studies. Feasibility data were provided for 72% (28/39) of the studies. All studies that provided feasibility data used measures judged as high risk of reporting bias.

Of the 28 studies, 18 (64%) digital game studies provided feasibility data for various aspects of feasibility, including engagement, implementation, adherence, expectations, and transference to real life. Where the dropout rate was particularly high (>30%), studies targeted samples who had received a diagnosis and the dropouts were largely attributed to personal or family issues. Most feasibility issues were in early-stage small studies (3/18, 17%) in which interventions were prototypes not previously evaluated or were delivered by individuals inexperienced in the intervention technology.

All (4/4, 100%) the virtual and augmented reality studies provided feasibility data encompassing engagement, implementation, and transference to real life. Of these 4 studies, 2 (50%) reported dropout rates, and these were very low.

Of the 4 program and multimedia studies, 3 (75%) provided feasibility data encompassing implementation and engagement. Of these 3 studies, 2 (67%) reported dropout rates, and these were very low.

In summary, most feasibility issues were in early-stage interventions targeting samples who had received a diagnosis. Digital game interventions that incorporated biofeedback provided the most evidence for transference of learned emotion regulation skills to real life. However, digital games also presented the highest dropout rate, and all measures across all clusters were judged as high risk of reporting bias.

**Acceptability**

Multimedia Appendix 12 [46-49,53,54,65,67,69,72,75,80,82] contains the acceptability summaries from the included studies. Acceptability data were provided for 33% (13/39) of the studies. The biofeedback cluster did not contain acceptability data.

Of the 9 digital game studies that measured acceptability, 6 (67%) reported moderate to highly positive results for at least one aspect of acceptability, including likability, flow, usability, helpfulness, difficulty, appeal, usefulness, and relevance. The only study that reported mainly negative acceptability findings highlighted a link between guided imagery, visualization, and deep breathing games being too difficult or easy and poor likability in children diagnosed with ASD.

Of the 4 virtual and augmented reality studies, 2 (50%) that evaluated acceptability in 2 interventions reported mainly positive findings for fun, educational impact, likability, motivation impact, and experienced happiness. The only study
across all clusters that used a measure judged as low risk of reporting bias assessed an outdoor augmented reality quest (which involved meeting other players). Importantly, it was viewed as potentially dangerous, although the authors did not elucidate exactly to what this danger pertained.

Of the 4 program and multimedia studies, 2 (50%) that evaluated acceptability in a school-based program reported high likability and a moderate educational impact.

In summary, emotion regulation digital interventions were largely acceptable to children and early adolescents, as well as other key stakeholders. However, of the 20 measures, 19 (95%) were judged as high risk of reporting bias. Negative acceptability findings were mainly in small early-stage digital game interventions targeting samples who had received a diagnosis.

Discussion

Summary

This systematic review and meta-analysis aimed to evaluate current digital interventions that train emotion regulation in children and early adolescents published in peer-reviewed articles up to July 2020. In summary, digital games were the most prevalent intervention type: 69% (27/39) of the studies evaluated digital games. Digital games decreased negative emotional experience with a small significant effect, mainly in samples at risk of anxiety. In addition, digital interventions improved emotion regulation; yet, this effect was nonsignificant. Furthermore, acceptability was strong across all intervention types and samples, and most feasibility-related problems were in samples who had received a diagnosis. In the following sections, we discuss the key findings and provide recommendations for the field’s progression.

Efficacy

Examined through meta-analysis and systematic review, digital games provided evidence for a significant reduction in negative emotional experience with a small effect, largely in samples at risk of anxiety, using validated and reliable outcome measures. This suggests that digital games are the most advanced and efficacious digital interventions for training emotion regulation in children and early adolescents. This important finding may be partly explained with cognitive load theory, which postulates that limited novel information can be processed at once in working memory [114]. Indeed, to optimize learning in a digital environment, balance must be sought between presenting information in a manner that meets an individual’s cognitive needs, yet with sufficient complex information to facilitate understanding of the given topic, and learning must be active to enhance the development of cognitive schemas [114,115]. Such optimization may be achieved with certain pedagogical techniques. For example, pacing serves to decrease cognitive load on working memory by relying on the user or system to control information presentation (eg, by pausing material delivery or going back to look at previous material) [115]. In line with these digital pedagogical principles, the included digital game studies largely presented learning tasks that focused on different emotion regulation strategies within separate parts of the game, with gradual user-led increases in difficulty and complexity, and a simple user-friendly interface, with animated characters that provided information about different emotion regulation strategy elements and in-game support.

In combination with digital game design methods that optimize cognitive flow [116], feelings of autonomy [117,118], and fun [119], digital game training may have increased motivation and engagement, which are recognized barriers to efficacy in digital interventions in children and early adolescents [40].

Neurofeedback may also be key to this finding: meta-analytic influence analysis indicated that the digital game studies that incorporated EEG neurofeedback (2/27, 7%) drove the small significant pooled effect. This is in line with the embodied emotion regulation framework [120], which proposes a distinction between cognitively based top-down (cognitive labeling, mindful detachment, meta-awareness, and cognitive reappraisal) and affect-driven bottom-up (sensory perception and interceptive proprioception) emotion regulation strategies and argues that they work together as part of an integrated emotion regulation system. Hence, it is possible that these interventions successfully addressed both top-down and bottom-up strategies, which increased efficacy. In addition, the real-time visual neurofeedback may have further increased immersion within the digital game and, subsequently, engagement [40]. However, neurofeedback information provided to players was collected using non–research-grade EEG equipment, and double blinding was not incorporated. In this context, the role of placebo effects on the apparent impact of neurofeedback on clinical symptomatology must be considered. This was discussed by 3 studies [121-123] in line with prior clinical neurofeedback research in which diligent methodological rigor is not evident; yet, significant intervention effects are routinely reported. The emotion regulation digital intervention field should address concerns around potential placebo effects in neurofeedback through the application of methodological rigor, including double-blind, placebo-controlled trials [122].

When planning placebo-controlled trials it is important to consider that expectations around intervention effects may influence placebo effects; yet, such expectations are rarely measured in light of this [124]. The higher-quality digital game studies (2/27, 7%) in this review that drove the emotion experience findings measured intervention expectation at baseline and reported null between-group effects. However, earlier-stage studies, not included in the meta-analytic component, did not. As the field progresses, intrinsic motivation must be harnessed in double-blind, placebo-controlled trials, with expectancy measured at baseline, particularly in studies that incorporate neurofeedback components. In addition, although portability and ease of use drive the use of non–research-grade EEG equipment, it is argued that such issues must be balanced against the impact on the credibility of the tool. That is, if digital emotion regulation training in children and early adolescents relies on suboptimal technology, are we really driving the field forward?

There was limited measurement of emotion regulation across all included studies; hence, the available emotion regulation efficacy findings must be interpreted with caution. The lack of focus on emotion regulation may be due to the included studies.
focusing somewhat on children and early adolescents at risk of anxiety and the concurrent training of social cognition and social skill difficulties; hence, these constructs were the key outcomes. In addition, there are limited psychometrically sound emotion regulation measures for children and adolescents, despite increasing awareness of the importance of its adaptive development [125]. To advance the field, there is a requirement for researchers to create and validate emotion regulation measures for diverse child and early adolescent samples, and digital intervention studies should objectively assess improvements in emotion regulation ability after the intervention and at follow-up.

Considering emotion regulation knowledge, medium to large significant improvements were observed in digital game studies that also applied additional therapeutic support, parental guidance, or targeted social cognitive skills, particularly in samples with ASD. Indeed, research has highlighted associations between brain regions implicated in cognitive emotion regulation and social cognition in youth [126] and the requirement of perspective taking [127] and abundant semantic representations [128] for successful alternative representations of emotion-inducing stimuli (ie, cognitive reappraisal). Furthermore, the integration of caregivers in interventions for samples with ASD may boost the generalizability of learned skills [129] and increase engagement with the intervention [130]. Hence, the inclusion of social cognition training as well as caregiver support may have positively influenced the emotion regulation improvements observed in these studies. Therefore, it may be beneficial to include social cognitive training and parental support within emotion regulation digital interventions that target samples with ASD because this may enhance their efficacy. However, as emotion regulation knowledge improvement was only assessed in a small number of lower-quality studies, we recommend that caution must be taken when interpreting such findings.

Feasibility

Small early-stage digital game studies that targeted ASD, attention-deficit/hyperactivity disorder, and samples with undefined emotional disorders identified several important feasibility issues linked to generalization, implementation, technical issues, and physiological and emotional symptoms. Interindividual variability and related intervention difficulties are common in samples with neurodevelopmental disorders [131]. Hence, greater feasibility difficulties in such samples are expected. Furthermore, had feasibility issues not been picked up at this early stage of evaluation, full-scale evaluation may have yielded less favorable findings. A program and multimedia intervention assessed in slightly larger studies (2/39, 5%) found that the content was too complex for children at risk of exclusion or suspension from school, and postintervention reductions in the intensity of emotions were variable. Had the ability of the target sample to understand intervention content been checked at an early intervention development stage, efficacy outcomes might have been more consistently positive because the key messages would have been better understood. The relative importance of early-stage studies is emphasized through the consideration of the Medical Research Council’s guidelines for complex intervention development [132]. Here, the impact of contextual factors on intervention success is highlighted and has recently been discussed further in a digital intervention context [40]—it is advised that iterative feasibility assessments that examine the issues revealed throughout intervention development are key to understanding contextual factors.

A further key finding was the higher dropout rate in samples who had received a diagnosis, especially in the digital game cluster. It is possible that because digital games made up a high proportion of the included studies, they also presented the most realistic picture of dropouts in digital interventions for emotion regulation. Moreover, because digital games were largely evaluated in terms of their effectiveness in real-world settings (eg, school, home, and inpatient care) this may have affected adherence and, subsequently, dropouts. Certainly, adherence to digital interventions outside of research settings in children and early adolescents is an extant key issue [12,133]. Involving the population in the design process who will ultimately use the digital intervention may lead to the iterative development of tools that are feasible and address the high dropout rate [40]. Methods to involve youth in digital intervention development may be optimized to increase engagement [40]. These include using progress bars, animations, and multiple platforms in web-based questionnaires; usability think-aloud protocols instead of standard interviews (observed and/or interviewed simultaneously while using the intervention); clear rules and use of materials (eg, screens and devices) in focus groups; and principles applied to focus groups with wall storms (sticky notes on a wall) and word clouds (grouping of key words) in participative workshops [40].

As digital games that incorporated biofeedback provided the greatest evidence for generalizability of learned emotion regulation skills, this suggests that biofeedback-based digital games may be the most appropriate emotion regulation digital intervention for transference to real life; yet, there is no extant empirical research to support this. Objective assessment of generalization was only conducted in biofeedback-based digital games in samples who had received a diagnosis (psychiatric and neurodevelopmental disorders); hence, this finding may simply be an artifact of the relative prominence of biofeedback-based digital game interventions and inadequate measurement of generalization in the other included studies, although it is important to consider the significance of the specific emotion regulation strategies—deep breathing and cognitive emotion regulation—that seemed to demonstrate the greatest real-life generalizability in children and early adolescents who had received a diagnosis. fMRI-based and self-report–based evidence in adult populations suggests that cognitive reappraisal may be linked to future rather than immediate emotion regulation success in reducing negative emotion (ie, when emotion-inducing stimuli are re-encountered at a later date) [134]. This suggests that the real-life relevance of content within digital cognitive emotion regulation training may be particularly important such that it should clearly relate to the target samples’ real-life experiences and difficulties to promote future use of learned strategies. In addition, higher cognitive reappraisal frequency is linked to reduced risk for psychiatric symptomatology [135], optimal academic attainment
Researchers should collaborate with key stakeholders to create highly relevant and engaging intervention components of appropriate complexity to produce improvement in indices of emotion regulation with real-world generalizability [40,139]. Importantly, generalizability should be consistently assessed to determine the emotion regulation digital interventions that are most appropriate across different child and early adolescent samples.

Acceptability

The only study that provided solely negative acceptability data assessed emotion regulation mini-games in an early-stage small evaluation. Here, poor likability was linked to unsuitable difficulty for individuals’ needs in a sample with high-functioning ASD. As mentioned previously, a key factor in the presentation of ASD and associated interventions is interindividual variability and related intervention difficulties [131]. Digital technologies allow for greater person-centered training through the involvement of caregivers and the ability to engage with the intervention at home [131]. However, if the caregiver is not able to quickly and easily adjust the difficulty of the intervention or if it is not programmed to adapt dynamically, as also reported in the highlighted study, such caregiver involvement may be in vain [140]. Hence, it is recommended that emotion regulation digital games, especially those designed for children and early adolescents with neurodevelopmental disorders, should incorporate game mechanics that adapt dynamically to an individual’s needs, permitting increases and decreases in difficulty as required in real-time. For this to be successful, interdisciplinary collaboration is required at all stages of conceptualization, specification, and programming [141]. Specific collaborators may include psychologists, cognitive neuroscientists, educators, therapists, engineers, and, principally, the target of the intervention (ie, youth) [40,139,142].

A further notable finding was the importance of relevance in emotion regulation digital games. Specifically, in an immersive EEG-neurofeedback and anxiety-induction game set within a haunted mansion with ghosts, the experience of relevance to real-life was significantly less than that in a group-based CBT comparator but not less than that in a nontherapeutic commercial game comparator. Hence, it may be important to include explicit training content in emotion regulation games that clearly relates to the target samples’ real-life experiences and difficulties and encourages children and early adolescents to practice learned skills in their daily lives, optimize acceptability, and encourage generalization, as practiced in traditional talking therapies (eg, CBT and dialectical behavior therapy) [20,22]. However, appeal and flow were also key to the experience of acceptability in emotion regulation digital games—the evidence suggests that the experience of these aspects of acceptability may be inferior in emotion regulation games compared with commercial games. Consequently, because relevance, appeal and flow may come into conflict in emotion regulation digital game acceptability, it is recommended that a balance between them should be struck to optimize acceptability. This requires iterative codevelopment at all stages of evaluation [40,139].

Of vital importance to any research activity is the safety of participants, both objectively and through their own subjective experience. Perhaps reflective of the limited acceptability evaluation yet great variability in the type of acceptability assessed in the included studies, only 3% (1/39) of the studies assessed feelings of safety—a commercial augmented reality outdoor-based quest (Pokémon GO) found that participants experienced high levels of perceived danger when engaging in the intervention. Although details were not reported, it is sensible to construe that this may be in relation to the potential for harm from strangers because of interaction with unknown players. Hollis et al [143] provided an overview of the extent cultural and political debate and related research concerning the role and impact of digital technology in the lives of youth. Describing it as a triple-edged sword, the authors stated that it fosters personal development and growth; may detect and address mental health issues; and yet could pose purported social, intellectual, and mental health risks. This debate is increasingly heightened because digital technology (and the means to access it) is more important than ever in supporting the educational and socioemotional needs of youth through the COVID-19 pandemic. Crucially, most social, intellectual, and mental health concerns around the impact of new digital technologies—largely driven by population as well as political and academic arenas—may be challenged through nuanced research examining the impact of digital technology on those using it [144].

Limitations

Considering the included studies, it is necessary to interpret the significant meta-analytic effect on the reduction of emotional experience in digital games with caution because of potential placebo effects, as discussed previously. In addition, only postintervention results were presented in the majority (28/39, 72%) of studies. This limited the ability to assess whether immediate improvements persisted and for how long. Hence, it is recommended that follow-up assessments should be conducted in large-scale studies that assess efficacy. Moreover, systematic review findings and subsequent discussions should be interpreted with caution because of the high risk of bias exhibited within the outcome measures. Researchers should endeavor to use validated and reliable acceptability and feasibility measures, and where this is not possible (eg, when obtaining nuanced qualitative information in iterative development workshops, web-based activities, focus groups, or interviews), a clear acknowledgment and explanation of the implications of using measures that may bias the outcomes should be provided. Finally, evident in this review is the limited number of large-scale RCTs. To push the emotion regulation digital intervention field forward, a transformation of the ethics and review board application process is required [141]. Currently, funding review panels frequently require highly detailed study protocols, with little to no consideration for the flexibility that is necessitated in collaborative design [141]. Encouraging greater flexibility in emotion regulation digital intervention development and evaluation plans may permit a
stronger research focus on vital acceptability and feasibility features and lead to the successful growth of this emerging field. Although the findings discussed here reveal potential benefits of, and provide recommendations for, the rigorous progression of emotion regulation digital interventions in children and early adolescents, this systematic review and meta-analysis does include some limitations. The search strategy was broad, which may be seen as a strength at this early stage of the field’s progression because it is imperative to understand the breadth of factors that may be implicated in its advancement. By contrast, this increased the number of required focal points of the review, which may have reduced its specificity. Furthermore, the focus on childhood and early adolescence is a strength—it enabled a nuanced understanding of this important developmental period. However, the meta-analysis did not include informant-reported effects. Although this decision was made to ensure homogeneity of the selected effect sizes, it might have limited the understanding of the benefits of emotion regulation digital intervention.

In conclusion, this review provides an important first step in the progression of emotion regulation digital interventions by synthesizing efficacy, feasibility, and acceptability data, published from 2008 to 2020, with a focus on childhood to early adolescence. The most consistent evidence came from digital games in the reduction of negative emotions, principally in children at risk of anxiety. However, variable methodologies, lack of follow-up assessment, and high risk of bias, inclusive of potential placebo effects within statistically influential neurofeedback-based digital game studies, limit definitive conclusions that may be made regarding the efficacy of such interventions. Engaging iterative intervention codevelopment with the sample who will eventually use the digital intervention and properly adjusting the difficulty to the intervention target is vital in achieving optimal acceptability and, specifically, addressing concerns around engagement. Finally, large-scale studies that assess emotion regulation as a key outcome using valid and reliable measures are urgently required to assess the extent to which emotion regulation ability may be improved in different samples of children and early adolescents through digital technology.
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Abstract

Background: The consumption of alcohol and drugs, particularly in adolescents and young adults, has increased worldwide in the last several years, representing a significant public health challenge. Serious games have the potential to support preventive and treatment interventions for substance use, facilitating the acquisition of relevant knowledge and the motivation for changes in attitudes and behaviors regarding substance consumption.

Objective: This scoping review aims to analyze a set of 7 relevant characteristics of current serious games designed to support the prevention and treatment of alcohol and drug consumption in adolescents and young adults—the substance addressed, the type of intervention, the theoretical basis, the computational techniques used, the mechanism for data security and privacy, the evaluation procedure followed, and the main results obtained.

Methods: The review was performed by following the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) guidelines. Data were retrieved from January 2010 to May 2022, using PubMed, Scopus (Elsevier), IEEE Xplore, and ACM Digital as data sources. The eligibility criteria included studies that described serious games designed to support the prevention or treatment of alcohol and drug consumption, targeted a population aged between 12 and 30 years, and included an evaluation procedure. Authors (JMM and IEEC) individually screened the titles and abstracts, and then full articles were reviewed for a final inclusion decision.

Results: A total of 629 records were obtained, and 29 (4.6%) fulfilled the inclusion criteria. Most of the serious games (14/29, 48%) were focused on the prevention or treatment of alcohol use. The type of intervention that was the most supported was prevention (18/29, 62%), and most studies mentioned the theory, theoretical construct, or therapeutic technique used as a foundation (22/29, 76%). Most of the studies only provided information about the platform for execution (23/29, 79%), and few described the use of computational techniques, such as virtual reality or motion-based interaction (5/29, 17%). A small set of studies (10/29, 34%) explicitly mentioned how data security and privacy were addressed. Most of the reported evaluation protocols were pilot studies (11/29, 38%), followed by randomized controlled trials (10/29, 34%), and the reported results were positive in terms of acceptability, usability, and efficacy. However, more research is needed to assess long-term effects.

Conclusions: Given the increasing interest in the use of serious games as digital interventions to support the prevention or treatment of substance use, knowing their main features is highly important. This review highlights whether and how current serious games incorporate 7 key features that are useful to consider for the further development of the area.

(JMIR Serious Games 2022;10(3):e39086) doi:10.2196/39086
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Introduction

Background

The use of illicit drugs and alcohol is a serious public health problem worldwide that affects an important percentage of the population. The United Nations World Drug Report 2021 estimates that approximately 5.5% of the population aged between 15 and 64 years have used drugs at least once in the past year, whereas 36.3 million people (13% of the total number of people who use drugs) have drug use disorders [1]. Furthermore, the World Health Organization (WHO) estimates that the total alcohol consumption per capita in the world’s population aged ≥15 years is at the level of 6.4 L of pure alcohol, and it is expected to increase to 7.0 L in 2025 [2].

Adolescence is the developmental period with the highest risk of developing a substance use disorder [3]. Studies on brain development indicate that this period of life is characterized by suboptimal decisions and actions that are associated with risk behaviors, including an increased incidence of substance abuse [4]. The health consequences of alcohol and drugs in this population are highly negative as the consumption of substances is associated with neurocognitive alterations that can lead to behavioral, emotional, social, and academic problems later in life [5]. Moreover, some studies show that people of younger ages are disproportionately affected by alcohol when compared with individuals of older ages. The proportion of all deaths attributable to alcohol consumption is most significant among those aged 20 to 39 years, representing 13.5% of all deaths among these people [2]. Furthermore, drug overdose is behind the deaths of many adolescents, which have increased in the last decades, mainly because of the consumption of opioids [6]. Thus, interventions for preventing and treating alcohol and drug consumption in youth are necessary to tackle substance abuse to minimize the negative consequences in older ages. These interventions are crucial during adolescence and emerging adulthood because of evidence that precocity has been associated with a further increased risk of developing substance use disorders [7].

Different intervention strategies are currently implemented to mitigate substance use in adolescents and young adults, including universal prevention, selective prevention, and treatment [8]. Although the evidence shows that these interventions are effective, there is also a critical need to increase the availability and accessibility of these health services to a greater population [9]. Owing to the wide use and acceptance of technology among the young population, different web-based applications and mobile apps have been developed to support and complement traditional interventions or are even provided as stand-alone interventions. These digital applications offer some advantages such as minimal cost [10], reducing the burden on health care professionals [11], and the personalization of the intervention to different individuals [12]. In addition to web-based applications and mobile apps, one of the digital solutions that would offer different advantages to support substance use interventions, particularly for adolescents and young adults, is the development of serious games.

Serious games are computer games developed with objectives not only related to users’ entertainment but also to facilitate the increase of skills and abilities, gain knowledge, or acquire experience. The use of serious games for health has increased in the last several years because of their capabilities to simulate real-life situations, collect information that helps identify specific conditions and behaviors, and provide information to involve and support the user at different stages of the health care process [13]. Serious games have been used as digital-based interventions for different health care problems such as the prevention of obesity in children [14], supporting children with chronic diseases [15], promoting the treatment of mental illness [16], and providing information about how to prevent COVID-19 [17], to name a few.

Substance use prevention and treatment are also benefiting from serious games. Different research efforts are currently dedicated to developing and evaluating serious games to facilitate the gain of knowledge and the promotion of behavior change in individuals facing health problems related to substance use. Thus, it is essential to know how these solutions are currently designed, implemented, and evaluated in terms of the following questions: (1) What are the substances whose use is intended to be prevented or treated with the support of serious games? (2) How are these serious games designed and used (as stand-alone interventions or as part of a prevention or treatment program)? (3) What is the theoretical background on which these serious games are based? (4) What are the main computer-based techniques and methods (eg, augmented reality, artificial intelligence, and brain-computer interfaces) implemented in these serious games? (5) What are the types of evaluation and what are the main outcomes assessed with these serious games? (6) What mechanism is implemented to assure the security and confidentiality of users’ data? (7) What are the reported efficacy and limitations of the serious games used for the prevention or treatment of substance use?

Objectives

To our knowledge, there are 2 previous reviews addressing the use of serious games for the prevention of alcohol and drug use, but both are exclusively focused on educational purposes [18,19]. Thus, the objective of this study was to perform a scoping review of serious games used for the prevention and treatment of alcohol and other drug use considering not only educational or learning objectives but also the promotion of behavior change. By answering the aforementioned 7 questions, this review will contribute to a better understanding of how serious games are currently designed, used, and evaluated, as well as of the reported impact they have as digital interventions for the prevention and treatment of substance use in adolescents and young adults.

Methods

We followed a scoping review methodology to synthesize concepts and research concerning the use of serious games as interventions designed to support the prevention and treatment of alcohol and drug consumption in youth. This protocol followed the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping...
Reviews) methodology [20] to ensure that our review was conducted systematically and was bias-free.

Eligibility Criteria
The studies included in this scoping review were studies published between January 2010 and May 2022 that focused on the description of (1) serious video games developed with the objective to (2) support the prevention or treatment of (3) alcohol and drug use, targeted (4) a population aged between 12 and 30 years, and included (5) an evaluation procedure.

Serious Games
To include only serious video games and exclude other types of interactive game-like applications (eg, applications implementing simulated virtual environments or conversational synthetic characters), the main inclusion criterion was to identify in the retrieved works the five components of a serious game described in the study by Wattanasoontorn et al [13]: (1) implements rule or gameplay, (2) contains a challenge, (3) implements some type of user interaction, (4) has an explicit objective (entertainment), and (5) has an implicit objective (increasing skills and abilities, gaining knowledge, or acquiring experience).

Drugs
When referring to drugs in this study, we adopt the WHO definition, as follows: psychoactive drugs that, when taken in or administered into one’s system, affect mental processes (eg, perception, consciousness, cognition, or mood and emotions). Psychoactive drugs belong to a broader category of psychoactive substances that also include alcohol and nicotine [21]. As we are also interested in substances that, if not identified and treated adequately, would cause mental health problems, in this review we excluded studies focused only on the prevention or treatment of tobacco use.

Adolescents and Youth Population
Owing to the evidence that adolescents and young adults are particularly affected by alcohol and drug consumption, we focused this review on serious games designed for and evaluated in this population. Nevertheless, there are no clear guidelines for determining what ages should be included in the designation of young adulthood. The WHO categorizes young people as adolescents and young adults from 10 through 24 years of age, and the United Nations defines youth as 15 to 24 years of age [22]. We decided to include all the studies considering the range from 12 to 30 years in line with other research that consider this age range when referring to adolescents and young adults in studies related to alcohol and drug consumption [23-25].

Thus, articles were excluded if they described studies (1) that did not describe a serious game or were not related to substance use, (2) whose main objective was not the prevention or treatment of substance use, (3) that did not include adolescents and young adults as the target population (age: range 12-30 years), (4) that did not include an evaluation procedure, (5) that described literature reviews, (6) that were focused only on the prevention or treatment of tobacco use, (7) whose main aim was the identification or screening of individuals at risk of substance use, (8) that were not in English, (9) that were repeated, and (10) that were not research articles.

Information Sources
PubMed, Scopus (Elsevier), IEEE Xplore, and ACM Digital were used to search for published papers. These 4 databases cover medical and computer science literature, allowing for comprehensive topic and field searches. The first search concluded in October 2021, and the final search concluded in May 2022. Some papers cited in the retrieved articles (hand searched) were also considered to complete the search.

Search
Depending on each database, the specific syntax of the queries was different but, in all cases, the same words were used to represent the constructs of (1) serious games together with (2) substance use but excluding (3) game and internet addiction. The query used was integrated with the following words: (“serious games” OR “gamification” OR “gamified” OR “games for health” OR “educational game” OR “videogame*” OR “game-based” OR “video game*”) AND (“substance use” OR “substance abuse” OR “substance addiction” OR “alcohol addiction” OR “alcohol use” OR “alcohol abuse” OR “drug use” OR “drug abuse” OR “drug addiction”) AND NOT (“game addiction” OR “gaming disorder” OR “gambling” OR “gaming problems” OR “smartphone addiction” OR “internet addiction” OR “video gaming”).

Study Selection
A multistage screening process was conducted. First, 2 reviewers (JMM and IEEC) performed title and abstract screening. Articles that both researchers included then entered a second phase, where full texts were reviewed for the final inclusion decision. When some papers were related to the same study or application, the most recent one was selected unless significant differences were reported in the evaluation protocol (eg, the inclusion of different outcomes or testing with a different target population). The review of the articles and the data extraction were carried out separately, and any disagreements were resolved through discussion until a consensus was reached.

Data Charting and Synthesis of Results
All the studies meeting the inclusion criteria were selected for the review, and the data extracted were those that allowed for the answering of the seven questions listed in the Introduction section: (1) the type of substance use (alcohol or other drugs) the serious game aimed to prevent or treat, (2) the type of intervention that the serious game supported (as a stand-alone application or as part of a prevention or treatment program), (3) the theoretical basis used as the background model of the serious game, (4) the main computer-based methods or techniques implemented in the serious game, (5) the type of evaluation and procedure, (6) the mechanism implemented to maintain the security or confidentiality of users’ data, and (7) the reported results in terms of the different outcomes relevant to the prevention or treatment of substance use (eg, gain of knowledge, skill development, or behavior change).

The authors developed, calibrated, and used a template containing different sections to extract and summarize the results of the articles and then presented the results in tables. The tables were reviewed by the two reviewers, and any disagreements were resolved through discussion until a consensus was reached.
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Results

Overview

A total of 629 records were identified from the searching process. From the 4 digital libraries, 99.5% (626/629) of the records were retrieved, and an additional 0.5% (3/629) of papers were obtained through hand searching. The records retrieved from each digital library were as follows: 21.1% (133/629) from PubMed, 33.1% (208/629) from Scopus, 26.4% (166/629) from IEEE Xplore, and 18.9% (119/629) from ACM Digital. In the first stage, after removing all the duplicated records, a total of 502 papers were screened for eligibility. After reading the titles and abstracts, 92.8% (466/502) of the records were discarded based on the exclusion criteria. A total of 36 articles were full-text reviewed, and 7 (19%) were excluded after the review. As a result, 29 studies were considered for further analysis.

Figure 1 presents the flow diagram of the different review phases.

Most of the 29 studies were conducted in North America (United States and Canada; n=16, 55%), followed by studies developed in Europe (n=6, 21%), Australia (n=3, 10%), Brazil (n=2, 7%), and the Philippines (n=2, 7%). Most of the reviewed serious games (14/29, 48%) were developed to address problems associated with the consumption of alcohol. The type of intervention mainly supported was prevention (18/29, 62%), and the type of evaluation protocol most reported was pilot study (11/29, 38%) followed by randomized controlled trial (RCT; 10/29, 34%). In terms of the computational techniques used, most of the reviewed serious games only reported the type of platform where the game could be executed: web-based (11/29, 38%), mobile-based (7/29, 24%), multi-platform (3/29, 10%), or PC (2/29, 7%). Table 1 presents details of the general results. The following subsections describe the main findings to answer the 7 defined questions in detail.

Figure 1. Flow diagram of the review phases indicating the reasons for exclusion.
Table 1. Overview of the general results related to some of the assessed characteristics of the serious games (N=29).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of substance addressed</strong></td>
<td></td>
</tr>
<tr>
<td>Alcohol</td>
<td>14 (48)</td>
</tr>
<tr>
<td>Drugs</td>
<td>8 (28)</td>
</tr>
<tr>
<td>Alcohol and drugs</td>
<td>7 (24)</td>
</tr>
<tr>
<td><strong>Type of intervention</strong></td>
<td></td>
</tr>
<tr>
<td>Supporting prevention</td>
<td>18 (62)</td>
</tr>
<tr>
<td>Supporting treatment</td>
<td>11 (38)</td>
</tr>
<tr>
<td><strong>Evaluation protocol</strong></td>
<td></td>
</tr>
<tr>
<td>Pilot study</td>
<td>11 (38)</td>
</tr>
<tr>
<td>RCT(^a)</td>
<td>10 (34)</td>
</tr>
<tr>
<td>Quasi-experimental study</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Comparative study</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Proof-of-concept study</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Computational techniques used</strong></td>
<td></td>
</tr>
<tr>
<td>Web-based</td>
<td>11 (38)</td>
</tr>
<tr>
<td>Mobile-based</td>
<td>7 (24)</td>
</tr>
<tr>
<td>Multi-platform</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Use of virtual reality</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Use of Kinect</td>
<td>2 (7)</td>
</tr>
<tr>
<td>PC-based</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Not specified</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>

\(^a\)RCT: randomized controlled trial.

**Type of Substance Addressed**

In terms of the substances addressed, of the 29 studies, 13 (45%) were focused on problems associated with the consumption or abuse of alcohol, 7 (24%) were focused on drugs (such as methamphetamine, inhalants, cannabis, ecstasy, opioids, lysergic acid diethylamide, cocaine, and heroin), and 7 (24%) addressed problems for both alcohol and drug use. It is important to note that 7% (2/29) of the studies considered comorbidity—of these 2 studies, 1 (50%) focused on alcohol use disorder and depression [26,27], and 1 (50%) focused on substance use and relationship violence [28].

**Type of Intervention**

Most of the evaluated serious games (18/29, 62%) were developed to support the prevention of substance use, whereas the rest of the serious games (11/29, 38%) were focused on the enhancement of the provided treatment or on supporting individuals during specific stages of their treatment. All the serious games designed with prevention objectives (18/29, 62%) implemented their games’ mechanics to facilitate the increase of knowledge on different topics, such as the negative consequences of nonmedical prescription drug use [29], the biological consequences of the abuse of inhalants [30], how the brain is affected by alcohol and other drugs [31,32], how to identify and reduce risky health behaviors [33,34] as well as carry out protective behavioral techniques [35,36], and the effects and consequences of alcohol and drug consumption [37,38].

Complementarily, the serious games focused on treatment (11/29, 38%) were designed to complement the therapeutic process for individuals with addiction problems or at risk and minimize relapse [39,40], reduce consumption [41-44], support recovery efforts [45], and promote a better adherence to the treatment [26,27]. Regarding the design of use, most of the serious games developed with prevention objectives (18/29, 62%) were stand-alone applications, and just a few (4/13, 31%) were designed as part of school-based prevention courses or curricula where teachers or social workers acted as facilitators [28,29,32,36,46]. On the contrary, most of the serious games developed with objectives to support treatment (11/29, 38%) were designed as technological-based tools to be used under the supervision of treatment providers.

**Theoretical Background**

The theoretical backgrounds used as the foundation of the analyzed serious games were varied in those studies that explicitly mentioned their theoretical basis (22/29, 76%). A total of 14 studies (14/29, 48%) referred either to a specific theory or theories, a theoretical construct, or an intervention technique. Only a few studies (8/29, 28%) referred to a theory jointly with the particular theoretical constructs or intervention
techniques used in the serious game [33,40-44,47,48]. Many of the features designed in the serious games for knowledge increasing and the fostering of health behavior adoption were based on the theory of reasoned action [29,47] or the social cognitive theory (SCT) alone [33,37] or in combination with other theories such as the reinforcement theory of motivation [48], the multiple intelligences theory [35], or the protection motivation theory [34]. The serious games with a focus on treatment used theories, theoretical constructs, or intervention techniques for behavior change, such as the I-Change Model [41], coping skill training [39], cognitive bias modification of attention [49], cognitive behavioral therapy [27,45], or cue exposure therapy [40]. A total of 24% (7/29) of the studies, all with prevention objectives, did not mention what theory, theoretical construct, or intervention technique was implemented in the serious game. Table 2 presents in detail the theoretical basis reported in each study split into theory and theoretical construct or intervention technique.
Table 2. Summary of the main characteristics of the reviewed serious games (N=29).

<table>
<thead>
<tr>
<th>Study and game name</th>
<th>Substance addressed</th>
<th>Type of intervention</th>
<th>Theoretical basis</th>
<th>Computational techniques</th>
<th>Evaluation protocol</th>
<th>Mechanism for data security and confidentiality</th>
<th>Main reported results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cheng et al [31] — Drugs and the Brain</td>
<td>Methamphetamine</td>
<td>Prevention—education on the impact of methamphetamine abuse on the brain</td>
<td>Not specified</td>
<td>Not specified</td>
<td>Virtual reality learning environment</td>
<td>Pilot study (pre- and posttest measurements) with 175 visitors (aged 6 to 82 years) to a museum</td>
<td>Not specified</td>
</tr>
<tr>
<td>Klisch et al [30] — Uncommon Scents</td>
<td>Inhalants (toxic chemicals)</td>
<td>Prevention—education on the biological consequences and risk of inhaling toxic chemicals</td>
<td>Not specified</td>
<td>Constructive learning</td>
<td>Web-based serious game</td>
<td>Pilot study (pre- and posttest measurements) involving 444 middle school students (sixth-, seventh-, and eighth-graders)</td>
<td>Data collected anonymously</td>
</tr>
<tr>
<td>Klisch et al [29] — Bitter Pill and Fatal Interactions</td>
<td>Prescription drugs</td>
<td>Prevention—education on the risk of prescription drug abuse</td>
<td>Theory of reasoned action</td>
<td>Not specified</td>
<td>Web-based serious game</td>
<td>Pilot study (pre- and posttest measurements) with 179 high school students (11th and 12th grade) divided into 2 groups assigning each group to a different game (Bitter Pill and Fatal Interactions)</td>
<td>Data collected anonymously</td>
</tr>
<tr>
<td>Sánchez and Bartel [39] — Arise</td>
<td>Alcohol and drugs</td>
<td>Treatment—education and building of coping skills for relapse prevention</td>
<td>Not specified</td>
<td>Coping skill training</td>
<td>Web-based serious game</td>
<td>Feasibility study (posttest measurements) with 8 treatment providers and a pilot study (posttest measurements) with 9 adolescents in substance abuse treatment</td>
<td>Data collected anonymously</td>
</tr>
<tr>
<td>Elias-Lambert et al [28] — Choices &amp; Consequences</td>
<td>Not explicitly mentioned; the study only refers to “substance abuse” and relationship violence</td>
<td>Prevention—education on the substance abuse and relationship violence challenges, the possible actions, and the consequences associated with those actions</td>
<td>Not specified</td>
<td>Situated experiential learning</td>
<td>Multiuser, mobile-based serious game</td>
<td>Exploratory proof of concept (posttest measurements; 6 focus groups) with 44 youth school students (aged &gt;14 years)</td>
<td>Not specified</td>
</tr>
<tr>
<td>Study and game name</td>
<td>Substance addressed</td>
<td>Type of intervention</td>
<td>Theoretical basis</td>
<td>Computational techniques</td>
<td>Evaluation protocol</td>
<td>Mechanism for data security and confidentiality</td>
<td>Main reported results</td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------</td>
<td>----------------------</td>
<td>------------------</td>
<td>--------------------------</td>
<td>---------------------</td>
<td>-----------------------------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>Jander et al [41]—What happened?</td>
<td>Alcohol</td>
<td>Treatment—promotes behavior change through developing a favorable attitude, experiencing positive social influences, and developing high self-efficacy toward the behavior</td>
<td>The I-Change Model</td>
<td>Social norms, perceived pressure, and self-efficacy</td>
<td>Web-based serious game</td>
<td>Cluster RCT, pre- and posttest measurements—34 schools with 2649 adolescents (aged between 15 and 19 years) divided into experimental (1622) and control (1027) groups</td>
<td>The serious game was effective in reducing binge drinking in adolescents aged 15 and 16 years when they participated in at least two intervention sessions. Interaction effects were found between excessive drinking and educational level and between weekly consumption and age. Additional analyses revealed that prolonged use of the intervention was associated with stronger effects for binge drinking. However, overall adherence to the intervention was low.</td>
</tr>
<tr>
<td>Epstein et al [32]—Bacon Brains</td>
<td>Alcohol and drugs</td>
<td>Prevention—education on the science of addiction and how alcohol and other drugs affect the brain</td>
<td>Not specified</td>
<td>Not specified</td>
<td>Web-based serious game</td>
<td>RCT (pre- and posttest measurements) with 244 students (sixth to eighth grade) aged 11 to 15 years</td>
<td>A more significant knowledge gain among the intervention groups was found compared with the control group. The intervention was helpful in teaching students core concepts about the science of addiction, and the knowledge they learned persisted through posttest assessment. Girls acquired knowledge gains in the collaborative and competitive game conditions, whereas boys demonstrated similar gains only in the competitive condition. Students in the experimental conditions reported enjoying playing the games more than students in the control condition.</td>
</tr>
<tr>
<td>Hookham et al [26,27]—Shadow</td>
<td>Alcohol (comorbidity with depression)</td>
<td>Treatment—promotion of behavioral and cognitive change related to mood and misuse of alcohol</td>
<td>Not specified</td>
<td>Cognitive behavioral therapy and motivational interviewing</td>
<td>Web-based serious game where the storyline is based on branching of predefined dialogues</td>
<td>Comparative study (posttest measurements, within-subject) between a gamified and nongamified version of a web-based alcohol abuse and depression treatment with 10 university students (aged 18-30 years)</td>
<td>No significant differences were found between the gamified and nongamified versions of the web-based treatment in terms of usability, ease of use, perceived usefulness, or engagement.</td>
</tr>
</tbody>
</table>
Main reported results

Methcmenism for data security and confidentiality

Evaluation protocol
Computational techniques

Substance addressed

Study and game name
Theory
Theoretical construct or intervention technique

Hughes et al [36]—CollegeLiVE
Alcohol and drugs
Prevention—presents typical situations to practice social skills, protective behaviors, and self-reflection
Social cognitive theory and interactive performance theory
Virtual reality scenario based on a computational framework that facilitates the creation and remote control of avatars for interaction purposes
Quasi-experimental study (pre- and posttest measurements) with 68 university students (45 in the intervention group and 23 in the control group) aged ≥18 years
Not specified
No significant differences were found between the intervention and control groups when questioned about specific protective behaviors. Nevertheless, the participants in the intervention group were significantly more likely to implement protective behaviors such as trying to stop somebody they knew from deciding to drive after drinking and using a designated driver than the participants in the control group.

Gamberini et al [50]—no name provided
Alcohol and drugs
Prevention—education on and awareness of the risks related to the consumption of psychoactive substances for partygoers
Social cognitive theory and interactive performance theory
Virtual reality scenario based on a computational framework that facilitates the creation and remote control of avatars for interaction purposes
Quasi-experimental study (pre- and posttest measurements) with 68 university students (45 in the intervention group and 23 in the control group) aged ≥18 years
Not specified
The results from the first pilot study indicate that the user experience was high. In the second pilot study, significant differences were found in risk assessment and knowledge of substance consumption risks and coping skills between pre- and postgame sessions.

Boendermaker et al [49]—Shots
Alcohol
Treatment—cognitive retraining of selective attention toward alcohol
Social cognitive theory and interactive performance theory
Virtual reality scenario based on a computational framework that facilitates the creation and remote control of avatars for interaction purposes
Quasi-experimental study (pre- and posttest measurements) with 68 university students (45 in the intervention group and 23 in the control group) aged ≥18 years
Not specified
The results from the first pilot study indicate that the user experience was high. In the second pilot study, significant differences were found in risk assessment and knowledge of substance consumption risks and coping skills between pre- and postgame sessions.

Theoretical basis
Type of intervention
Substance addressed
Study and game name
Evaluation protocol
Computational techniques
Mechanism for data security and confidentiality
Main reported results

No significant differences were found between the intervention and control groups when questioned about specific protective behaviors. Nevertheless, the participants in the intervention group were significantly more likely to implement protective behaviors such as trying to stop somebody they knew from deciding to drive after drinking and using a designated driver than the participants in the control group.

Not specified
Quasi-experimental study (pre- and posttest measurements) with 68 university students (45 in the intervention group and 23 in the control group) aged ≥18 years
Virtual reality scenario based on a computational framework that facilitates the creation and remote control of avatars for interaction purposes
Social cognitive theory and interactive performance theory
Prevention—presents typical situations to practice social skills, protective behaviors, and self-reflection
Social cognitive theory and interactive performance theory
Prevention—presents typical situations to practice social skills, protective behaviors, and self-reflection

There was an overall decline in alcohol attentional bias, but this effect was primarily driven by the regular training condition. Motivation to train decreased equally in all conditions, indicating that the motivational elements in the gamified version could not sufficiently counteract the tiresome nature of the training. Moreover, motivation to change with respect to planning to drink less in the future increased in the regular and placebo training but decreased in the gamified training condition, which may indicate potential detrimental effects of disappointing gamification.
<table>
<thead>
<tr>
<th>Study and game name</th>
<th>Substance addressed</th>
<th>Type of intervention</th>
<th>Theoretical basis</th>
<th>Computational techniques</th>
<th>Evaluation protocol</th>
<th>Mechanism for data security and confidentiality</th>
<th>Main reported results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boyle et al [51]—CampusGAN DR</td>
<td>Alcohol</td>
<td>Treatment—modification of behavior by correcting normative perceptions and inducing reductions in alcohol use</td>
<td>Not specified</td>
<td>Personalized normative feedback</td>
<td>Web-based serious game with Facebook log-in credentials to simulate a social game (but no real social connection)</td>
<td>RCT (pre- and posttest measurements and follow-up) with 237 undergraduate students aged between 18 and 24 years. A total of 113 students were assigned to the use of the serious game, and 124 were assigned to the standard intervention (control group).</td>
<td>Participants in the serious game condition reported significantly reduced peer drinking norms and alcohol consumption at the 2-week follow-up compared with participants who received the standard intervention. A mediation model demonstrated that this effect was driven by larger reductions in perceived drinking norms among participants assigned to the serious game.</td>
</tr>
<tr>
<td>Damasceno et al [37]—no name provided</td>
<td>Drugs</td>
<td>Prevention—education on the damage of drug abuse and submission of the player to moral decisions</td>
<td>Social cognitive theory</td>
<td>Not specified</td>
<td>PC-based serious game</td>
<td>Pilot study (posttest measurements) with 69 school students (mean age 13.7 years)</td>
<td>Not specified</td>
</tr>
<tr>
<td>Stapinski et al [52]—Pure Rush</td>
<td>Drugs (focused on cannabis, ecstasy, methamphetamine, and hallucinogens)</td>
<td>Prevention—education on the effects associated with each drug and pairing drug-related cues with negative stimuli</td>
<td>Not specified</td>
<td>Not specified</td>
<td>Web-based serious game with a mobile version for Android devices</td>
<td>Feasibility study (posttest measurements) with 25 students aged between 14 and 17 years and an RCT (pre- and posttest measurements) in 9 schools with 281 students aged between 13 and 16 years. A total of 148 students were assigned to game sessions, and 133 were assigned to the control group.</td>
<td>Data collected anonymously</td>
</tr>
<tr>
<td>Study and game name</td>
<td>Substance addressed</td>
<td>Type of intervention</td>
<td>Theoretical basis</td>
<td>Computational techniques</td>
<td>Evaluation protocol</td>
<td>Mechanism for data security and confidentiality</td>
<td>Main reported results</td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------</td>
<td>--------------------------</td>
<td>---------------------------------------------------------</td>
<td>-----------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Earle et al [42]—CampusGAN-DRV2</td>
<td>Alcohol</td>
<td>Treatment—modification of behavior by correcting normative perceptions and inducing reductions in alcohol use</td>
<td>Self-determination theory</td>
<td>Personalized normative feedback</td>
<td>Mobile-based serious game</td>
<td>RCT (pre- and posttest measurements and follow-up) with 276 first-year university students. A total of 93 students were assigned to the game session receiving standard feedback, 90 were assigned to the game plus supplemented feedback on their perceptions and behaviors, and 93 were assigned to a control group.</td>
<td>Participants who were assigned to the game with the supplemented feedback reduced their drinking significantly during the 2 months after the intervention in comparison with control participants. Reduction in drinking behavior was stronger among heavy drinkers.</td>
</tr>
<tr>
<td>Duncan et al [53]—SmokeSCREEN</td>
<td>Drugs</td>
<td>Prevention—education and presentation of social situations to develop behavioral skills associated with primary prevention of cigarette and marijuana use</td>
<td>Not specified</td>
<td>Not specified</td>
<td>Mobile-based serious game</td>
<td>Pilot study (pre- and posttest measurements) with 25 adolescents aged between 11 and 14 years</td>
<td>Not specified</td>
</tr>
<tr>
<td>Metcalf et al [45]—Take Control</td>
<td>Alcohol and cigarette</td>
<td>Treatment—practice of refusal skills and increase in self-efficacy by denying trigger or cue items in a non-threatening environment</td>
<td>Not specified</td>
<td>Cue exposure therapy, extinction therapy, virtual reality therapy, and cognitive behavioral therapy</td>
<td>PC-based serious game with Kinect</td>
<td>Quasi-experimental wait-list study (pre- and posttest measurements) with 61 participants aged &gt;18 years. A total of 29 participants were assigned to the intervention group, and 32 were assigned to the wait-list control group.</td>
<td>The results reported that substance use decreased or remained for most users, although more for alcohol consumers than for tobacco users. Participants in recovery for alcohol use reported more benefit than those in recovery for tobacco use, with a statistically significant increase in self-efficacy, attitude, and intended behavior. Participants found the game engaging and fun and felt that playing it would support recovery efforts.</td>
</tr>
<tr>
<td>Study and game name</td>
<td>Substance addressed</td>
<td>Type of intervention</td>
<td>Theoretical basis</td>
<td>Computational techniques</td>
<td>Evaluation protocol</td>
<td>Mechanism for data security and confidentiality</td>
<td>Main reported results</td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------</td>
<td>----------------------</td>
<td>-------------------</td>
<td>-------------------------</td>
<td>---------------------</td>
<td>-----------------------------------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>Kapitány-Fövény et al [46]—Once Upon a High</td>
<td>Alcohol and drugs</td>
<td>Prevention—education on the epidemiology and risks of substance use, promotion of health-conscious behavior, and decrease in stigma and negative attitudes and increase in willingness to help peers with substance use problems</td>
<td>Not specified</td>
<td>Self-efficacy</td>
<td>Mobile-based app containing 2 serious games</td>
<td>Quasi-experimental study (pre- and posttest measurements) with 386 students aged between 14 and 18 years from 4 different schools. A total of 255 students were assigned to the intervention group (app use), and 131 were assigned to the control (nonapp use) group.</td>
<td>Data collected anonymously</td>
</tr>
<tr>
<td>Gamberini et al [54]—no name provided</td>
<td>Alcohol and drugs</td>
<td>Prevention—education on the potential risks of psychoactive substance abuse during nightlife events</td>
<td>Not specified</td>
<td>Not specified</td>
<td>Multiplayer web-based serious game</td>
<td>Quasi-experimental comparative study (posttest measurements) with 136 young adults (mean age 23.5 years). A total of 67 participants used the game, and 69 read leaflets with information on the potential risks of psychoactive substance abuse.</td>
<td>Data collected anonymously</td>
</tr>
<tr>
<td>Study and game name</td>
<td>Substance addressed</td>
<td>Type of intervention</td>
<td>Theoretical basis</td>
<td>Computational techniques</td>
<td>Evaluation protocol</td>
<td>Mechanism for data security and confidentiality</td>
<td>Main reported results</td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>--------------------------</td>
<td>---------------------</td>
<td>------------------------------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>Abroms et al [48]—Recovery Warrior 2.0</td>
<td>Drugs</td>
<td>Treatment—helping the patients in the development of negative associations with drugs and acquisition of drug refusal skills</td>
<td>Social cognitive theory and reinforcement theory of motivation</td>
<td>Repetition priming</td>
<td>PC-based serious game with Kinect for body motion and voice recognition</td>
<td>RCT (pre- and posttest measurements and follow-up) with 80 participants aged between 15 and 25 years under a drug treatment program. A total of 36 participants were assigned to the use of the game+treatment as usual, and 44 were assigned to the control group (treatment as usual only).</td>
<td>Not specified</td>
</tr>
<tr>
<td>Carvalho et al [38]—JiB</td>
<td>Alcohol</td>
<td>Prevention—education on the consequences of alcohol abuse promoting empowerment of the individual, traditional cultures, and social responsibility</td>
<td>Not specified</td>
<td>Not specified</td>
<td>Mobile-based serious game</td>
<td>Pilot study (pre- and posttest measurements) with 23 participants aged between 20 and 29 years</td>
<td>Data collected anonymously</td>
</tr>
<tr>
<td>Study and game name</td>
<td>Substance addressed</td>
<td>Type of intervention</td>
<td>Theoretical basis</td>
<td>Computational techniques</td>
<td>Evaluation protocol</td>
<td>Mechanism for data security and confidentiality</td>
<td>Main reported results</td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------</td>
<td>----------------------</td>
<td>-------------------</td>
<td>--------------------------</td>
<td>----------------------</td>
<td>-----------------------------------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>Willmott et al [47]—Perfect Pour and Dumb Driver</td>
<td>Alcohol</td>
<td>Prevention—education on the physiological effects of varying levels of blood alcohol concentration on driving ability (Dumb Driver) and on the standard alcohol content of 6 types of alcoholic drinks through a multilevel test of pouring accuracy (Perfect Pour)</td>
<td>Theory of reasoned action</td>
<td>Subjective norms and attitudes</td>
<td>Pilot study (pre- and posttest measurements) with 303 students aged between 12 and 17 years</td>
<td>Not specified</td>
<td>A positive relationship between average game duration and attitudes was found, indicating that the longer the participants played Perfect Pour, the more positive their attitudes became toward binge drinking. On the contrary, a negative relationship between average score and attitudes indicates that the higher the players scored in Perfect Pour, the more negative their attitudes became toward binge drinking. No significant associations were observed among gameplay metrics, attitudes, and subjective norms for Dumb Driver.</td>
</tr>
<tr>
<td>Tan et al [55]—Drug Defense</td>
<td>Alcohol</td>
<td>Prevention—education on the consequences of excessive alcohol use</td>
<td>Social cognitive theory and multiple intelligences theory</td>
<td>Mobile-based serious game</td>
<td>Pilot test (pre- and posttest measurements) with 69 university students (aged 18 to 21 years)</td>
<td>Not mentioned</td>
<td>Significant differences between pre- and posttest measurements were found, indicating an increase in knowledge of alcohol. Playability was good according to the values obtained in the evaluation of gameplay, story, and mechanics of the game.</td>
</tr>
<tr>
<td>Mostajeran et al [40]—no name provided</td>
<td>Alcohol</td>
<td>Treatment—minimize the occurrence of relapse by practicing to avoid alcohol in a simulated supermarket</td>
<td>Self-determination theory</td>
<td>PC-based serious game with virtual reality using a head-mounted display</td>
<td>Comparative study (posttest measurements, within-subject) with 13 participants (aged 22 to 35 years). All the participants were assigned to a gamified version of the approach-avoidance training and cue exposure therapy and a nongamified version of the approach-avoidance training.</td>
<td>Not mentioned</td>
<td>All the gamified versions received high usability scores. The gamified version of the approach-avoidance training was more cognitively demanding than the nongamified version. The gamified version of the approach-avoidance training was more motivating than the nongamified version. Participants made fewer errors in the gamified version of the approach-avoidance training than in the nongamified version. The users preferred the mini-game of the approach-avoidance training than the mini-game of the cue exposure therapy.</td>
</tr>
<tr>
<td>Study and game name</td>
<td>Substance addressed</td>
<td>Type of intervention</td>
<td>Theoretical basis</td>
<td>Computational techniques</td>
<td>Evaluation protocol</td>
<td>Mechanism for data security and confidentiality</td>
<td>Main reported results</td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------</td>
<td>---------------------</td>
<td>-------------------</td>
<td>--------------------------</td>
<td>---------------------</td>
<td>-------------------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Yap et al [35]—Drug Defense</td>
<td>Alcohol</td>
<td>Prevention—education on the consequences of excessive alcohol use</td>
<td>Social cognitive theory and multiple intelligences theory</td>
<td>Mobile-based serious game</td>
<td>RCT (pre- and posttest measurements) with 140 university students (aged 18 to 21 years). A total of 69 were assigned to the use of the mobile-based game, and 71 were assigned to a video intervention (control group).</td>
<td>Encoding of data and password protection</td>
<td>Participants who used the game showed a significant increase in knowledge scores and a decrease in intent to use but not in actual use. Participants in the video intervention reported a significant increase in knowledge and a decrease in both intent and use. Findings also showed a significant difference in alcohol knowledge for both game and video settings, with the game having a larger effect size than the video.</td>
</tr>
<tr>
<td>Ozer et al [33]—INSPIRE</td>
<td>Alcohol</td>
<td>Prevention—education on personal efficacy and skills by providing opportunities to practice strategies for reducing risky health behaviors</td>
<td>Social cognitive theory and self-regulation</td>
<td>PC-based serious game with interactive narrative experiences</td>
<td>Pilot study (posttest measurements) with 20 adolescents (aged 14 to 19 years)</td>
<td>Not specified</td>
<td>Trace-log data and self-report questionnaires indicate that participants found the game to be engaging, believable, and relevant to their lives. Within the game, participants also successfully used a range of strategies for avoiding alcohol use. The participants accessed fewer in-game objects than anticipated and spent less time examining the associated infographics designed to affect knowledge of the effects of alcohol use.</td>
</tr>
<tr>
<td>Hong et al [34]—One Shot</td>
<td>Alcohol</td>
<td>Prevention—education on and practice of drinking refusal self-efficacy</td>
<td>Social cognitive theory and protection motivation theory</td>
<td>Web-based serious game</td>
<td>Quasi-experimental study (1-group, pre- and posttest measurements) with 550 young adults (aged 21 to 25 years) at risk of binge drinking</td>
<td>Not specified</td>
<td>Results show improvements from before to after the game in intention to drink less and in 5 of the 7 indicators of drinking refusal self-efficacy. Risky alcohol decisions within the game and game time predicted enjoyment, which, in turn, predicted intention to drink less and drinking refusal self-efficacy. Enjoyment significantly mediated the effects of game time and risky alcohol decisions on intention to drink less and drinking refusal self-efficacy.</td>
</tr>
</tbody>
</table>

**Mechanism for data security and confidentiality**

Evaluation protocol

Computational techniques

Theoretical construct or intervention technique

Type of intervention

Substance addressed

Theory

Study and game name

Alcohol

Yap et al [35]—Drug Defense

Ozer et al [33]—INSPIRE

Hong et al [34]—One Shot

Alcohol

Social cognitive theory and multiple intelligences theory

Social cognitive theory

Social cognitive theory

Not specified

Not specified

Not specified

Mobile-based serious game

PC-based serious game with interactive narrative experiences

Web-based serious game

Alcohol

Drug Defense

INSPIRE

One Shot

Prevention—education on the consequences of excessive alcohol use

Prevention—education on personal efficacy and skills by providing opportunities to practice strategies for reducing risky health behaviors

Prevention—education on and practice of drinking refusal self-efficacy

Alcohol

Alcohol

Alcohol

Posttest measurements

Posttest measurements

Posttest measurements

RCT

Pilot study

Quasi-experimental study

Enjoyment significantly mediates the effects of game time and risky alcohol decisions on intention to drink less and drinking refusal self-efficacy.
<table>
<thead>
<tr>
<th>Study and game name</th>
<th>Substance addressed</th>
<th>Type of intervention</th>
<th>Theoretical basis</th>
<th>Computational techniques</th>
<th>Evaluation protocol</th>
<th>Mechanism for data security and confidentiality</th>
<th>Main reported results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boyle et al [43]—GAN-DR</td>
<td>Alcohol</td>
<td>Treatment—modification of behavior by correcting normative perceptions and inducing reductions in alcohol use</td>
<td>Self-determination theory</td>
<td>Personalized normative feedback</td>
<td>Web application (multi-platform) serious game</td>
<td>RCT (pretest measurements and follow-up 1 month later) with 223 first-year university alcohol-experienced students (mean age 18.05 years). A total of 74 students were assigned to the gamified-only intervention, 74 were assigned to the gamified social media intervention, and 75 were assigned to the nongamified intervention (control group).</td>
<td>Not specified</td>
</tr>
<tr>
<td>Boyle et al [44]—Lez-Parlay</td>
<td>Alcohol</td>
<td>Treatment—reduction of risks related to alcohol consumption</td>
<td>Self-determination theory</td>
<td>Personalized normative feedback</td>
<td>Web application (multi-platform) serious game</td>
<td>RCT (pretest measurements and follow-up at 2 and 4 months) with 499 LBQ women aged 21 to &gt;40 years with moderate and heavy alcohol consumption. A total of 143 women were assigned to the gamified intervention on alcohol use and stigma coping. 179 were assigned to the gamified intervention on alcohol use only, and 177 were assigned to the control group.</td>
<td>Not specified</td>
</tr>
</tbody>
</table>

Reported results indicate a significantly greater reduction in drinking at follow-up in the gamified social media condition than in the traditional (nongamified) condition. It was unclear whether the gamified-only condition would lead to greater reductions in drinking than the traditional condition. The gamified-only condition did not lead to a significantly greater reduction in drinking at follow-up compared with the nongamified condition. Relative to the nongamified condition, the gamified social media condition led to significantly greater reductions in drinking for those who were lighter drinkers with less exposure to alcohol-related content on social media.

Obtained results indicate that participants who received the intervention on alcohol use and both alcohol use and stigma coping had similar reductions in their weekly drinks, peak drinks, and negative consequences relative to those in the control group at the 2-month follow-up. However, at the 4-month follow-up, reductions in alcohol consumption outcomes faded among those who received the alcohol-only intervention, whereas they remained relatively robust among those who received both the alcohol use and coping intervention. Regarding feasibility, the participants reported the competition to be highly acceptable and psychologically beneficial as a whole.

---

\[a\] RCT: randomized controlled trial.

\[b\] CBM-A: cognitive bias modification of attention.

\[c\] LBQ: lesbian, bisexual, and queer.
Computer-Based Techniques Used

In most analyzed studies (24/29, 83%), little technical detail was provided about the computer-based methods or techniques used to develop the serious games. Most of the studies only mentioned the platform where the serious game could be executed: web-based (11/29, 38%), mobile app (7/29, 24%), multi-platform (3/29, 10%), or PC-based (2/29, 7%). The studies that provided more technical detail mentioned the use of virtual reality for the creation of immersive environments [31,40], the use of a Kinect device for a motion-based interaction [45,48], the implementation of branching predefined dialogues to create interactive narrative experiences [26,27,33], the integration with Facebook to simulate a social serious game [51], and the use of a computational framework [56] that facilitated the creation and remote control (as in Wizard-of-Oz scenarios) of avatars for interaction purposes [36].

Data Security and Confidentiality

Most of the reviewed studies (19/29, 66%) did not explicitly mention whether a specific mechanism was implemented in the serious game to assure the data protection and confidentiality of the users. Although all the studies (29/29, 100%) reported that an institutional ethical committee had approved the protocol implemented to evaluate the serious game, only some (9/29, 31%) mentioned the type of data collected from the participants and how confidentiality was guaranteed. The most frequent type of data collected in these studies was sociodemographic information (eg, sex, age, and ethnicity) without collecting identifiable information, maintaining the anonymity of the participants [29,30,38,39,45,46,50,52,54]. Only 3% (1/29) of the studies mentioned encoding of the data and password protection [35].

Evaluation Procedures and Reported Results

The analyzed studies reported the evaluation of the serious games through RCTs (10/29, 34%), quasi-experimental studies (5/29, 17%), pilot studies (11/29, 38%), comparative studies (2/29, 7%), and a proof-of-concept study (1/29, 3%). The reported results from the RCTs were in general positive, describing significant differences between the intervention and control groups in terms of decreasing binge drinking [41], reducing peer drinking norms and alcohol use [42-44,51], gaining knowledge on how alcohol and drugs affect the brain [32], increasing substance-related knowledge (but not decreasing psychoactive substance use) [46], being more accepting toward using refusal skills of drug use (but no effect was found on drug use) [48], or increasing knowledge of the effects of alcohol use and protective behavioral techniques and decreasing intention of alcohol use (but not actual use) [35].

Nevertheless, some of these RCT studies reported mixed results in the use of serious games: the longer the average game duration, the more positive the attitude toward binge drinking that was found. However, the same study reported that the higher the players scored in the game, the more negative their attitudes became toward binge drinking [47]. Similarly, no significant differences were found in learning outcomes on drug education (except for women, where knowledge gaining was greater in the intervention than in the control group), lesson engagement, or future intentions to use drugs between the intervention and control groups [52]. Moreover, the results reported in the study by Boendermaker et al [49] indicate that a gamified version of a cognitive bias modification of attention program reduced the motivation to train, and self-reported drinking behavior was not affected.

In addition, the results reported from quasi-experimental studies reflected positive outcomes after the use of serious games. The participants reported in the study by Klisch et al [29] demonstrated an increase in negative attitudes toward prescription drug abuse after the use of serious games, and the games’ ratings for satisfaction and engagement were above average. Alcohol use decreased in individuals under substance use treatment during an intervention using a serious game, and there was a significant increase in self-efficacy, attitude, and behavior to prevent relapse. Nevertheless, these positive results decreased over time after the last playing session [45]. The study by Hong et al [34] reported that participants improved from before to after the game in intention to drink less alcohol and in drinking refusal self-efficacy, where the enjoyment of the game was a key feature. The results reported in the study by Hughes et al [36] indicate that participants from the intervention group were more likely to adopt protective behaviors such as trying to stop somebody from driving after drinking and using a designated driver than participants in the control condition. One of these studies also demonstrated that participants in a game session to provide information about potential risks of substance abuse during nightlife events evaluated the serious game to be as positive and credible as more traditional information tools such as leaflets [54].

The rest of the papers (11/29, 38%) reported pilot studies where the developed serious games were assessed with a group of participants in terms of usability and acceptability, including outcomes such as perceived utility, engagement, enjoyment, or game experience [33,38,39]; the performance of the players to assess the suitability of serious games as a learning tool for the prevention of drug consumption [37]; and the effectivity in terms of change in knowledge and attitudes toward substance use [30,31,50,53]. Finally, the 7% (2/29) of comparative studies assessed the differences between a gamified and a nongamified version of existent treatment programs. One of these studies did not find relevant differences in usability, ease of use, and perceived usefulness between the 2 treatment versions [26,27]. The other comparative study reported differences in motivation, cognitive demand, and the number of errors made between the 2 versions. The gamified version was more motivating and cognitively demanding, and the participants made fewer mistakes [40]. Table 2 summarizes the main extracted data from each analyzed study.

Discussion

Principal Findings

Given the increasing interest in developing serious games as digital interventions to support the prevention and treatment of alcohol and drug consumption, it is relevant for future works in the area to identify key features that designers of serious games should consider. This scoping review contributes by
identifying and summarizing the description of 7 main characteristics that reflect how these games are currently designed and what are the intervention results reported. The increase in studies focused on developing and evaluating this type of serious game is evident in this review. Previous similar reviews (although considering only serious games with learning purposes) published in 2014 [18] and 2016 [19] found 12 and 8 serious games, respectively.

By contrast, our review found 29 serious games considering only the previous 12 years (2010-2022), with most (24/29, 83%) published in the last 6 years, from 2016 onward. The main substance addressed in the serious games included in this review was alcohol by itself or with other drugs. This result is not surprising as alcohol, a licit substance, is still the most consumed by the young population worldwide, and it causes more direct and indirect deaths than illicit drugs [57]. As alcohol and drugs share many risk behaviors and health consequences, serious game scenarios and narratives can be applied to both types of substances. Nevertheless, it is necessary to carry out more specific studies to assess if any positive effects from serious games could be applied equally to alcohol and illicit drugs without changing much of the game’s mechanics.

Two-thirds of the 29 analyzed serious games (18/29, 62%) focused on supporting preventive interventions, whereas the rest (11/29, 38%) were developed to complement the treatment process. This disparity could be because preventive serious games are mainly developed to support educative aspects associated with, for example, risk behaviors, protective skills, and the negative consequences of alcohol and drug abuse. As learning material, these serious games do not necessarily require the direct or close supervision of a specialist and have the potential to reach a high number of the intended population (as part of formal curricula or not). By contrast, the serious games focused on treatment must be carefully designed considering the characteristics of potential users with high consumption levels or addiction problems. Moreover, to maximize the effectiveness and security of using these serious games, the treatment provider must necessarily be involved in the stages of the treatment addressed by the game. In this sense, serious games are not as different from other digital-based tools where their benefits to the treatment process are higher if used under specialist guidance or supervision [58,59].

Using a background theory in any intervention, including serious game–based interventions, is essential to understand not only what interventions work but why they work [60]. In this sense, it is noticeable that most of the reviewed studies (22/29, 76%) mentioned the theoretical basis (theory, theoretical constructs, or intervention techniques or all three) used in the serious games. The theoretical background of the reviewed serious games also depended on their prevention or treatment support objectives. For the games used with prevention objectives, different theories were used to design the games’ mechanics and contents, highlighting the SCT. The main posits of the SCT (formerly known as social learning theory) consider that the acquisition and maintenance of specific (healthy or not healthy) behaviors depend on reciprocal interaction between the individual and their social context mediated by positive and negative reinforcements [61]. Thus, this theory offers promising opportunities to represent this interaction through different game scenarios where the player can observe (and learn) the consequences of their own or others’ actions (vicarious learning) in realistic scenarios associated with substance use.

It is noteworthy that 39% (7/18) of the analyzed serious games with prevention objectives (through education) did not explicitly mention any theoretical background. This lack of specification would make it difficult to further analyze what specific game mechanics (and the theoretical tenets on which they are based) positively affect the learning process to prevent substance use. By contrast, the serious games developed to support the treatment process (11/29, 38%) were based on different intervention techniques, with none standing out from the others. Depending on the desired outcomes, different theoretical constructs and intervention techniques were used, including cognitive behavioral therapy and motivational interviewing to promote change of behaviors related to substance abuse or cognitive bias modification for cognitive retraining of selective attention toward substances, to name a few. Some others (5/29, 17%) took advantage of the user interface’s characteristics to implement, for example, cue exposure therapy and approach-avoidance training in virtual reality scenarios accessed through Kinect or head-mounted displays.

Regarding the computational techniques and approaches used, most of the included serious games (23/29, 79%) only specified the platform where the game could be deployed: web, mobile, or stand-alone environments. Some of them also specified the implementation of multiplayer or social network characteristics and virtual reality scenarios. Nevertheless, none of the reviewed serious games implemented more advanced techniques and interfaces such as brain-computer interaction and eye and head tracking combined with machine learning algorithms to, for example, automatically detect individual characteristics (eg, mood, emotions, and attention) of the players and personalize or adapt the game contents and mechanics. These techniques are currently used in serious games with evident advantages in other contexts, particularly for learning purposes [62-64]. Thus, a future direction would be to develop and evaluate serious games implementing these computational approaches and assess whether their use improves the desired outcomes in preventing and treating substance use.

The use of serious games for health raises particular challenges as their objective is not only to entertain but also to influence users’ attitudes and behaviors that would affect their everyday life [65]. One of these challenges is to decide what data are collected through the serious game, how this information is used, and how to guarantee user data security and confidentiality. It is noticeable that only 34% (10/29) of the included studies mentioned issues related to privacy. This result, of course, does not mean that the rest of the reviewed serious games did not implement a data security and confidential mechanism as all the reviewed works (29/29, 100%) reported the approval of their use in studies involving humans by an ethical board. A protocol for ethical approval in digital interventions usually must define what data are collected, where they are stored, who will use them, and how privacy and confidentiality are guaranteed [66]. Nevertheless, it seems necessary that this information be included when reporting the
design, implementation, and evaluation of serious games for health to identify how the challenge of data security and privacy is addressed instead of only mentioning that the data are collected anonymously.

Another of the relevant current and future challenges in developing these types of serious games is to evaluate their actual efficacy on the addressed population. The assessment of evaluation results is particularly relevant for the effective adoption and appropriation of serious games (as digital technology for health), where evidence of the contributions of digital health interventions to the performance of health systems and their impact on people’s health and well-being is one of the key activities of the WHO global strategy on digital health [67].

Many of the reviewed papers (11/29, 38%) reported feasibility and pilot studies focused on, for example, usability, engagement, game experience, or perceived utility of the serious games. There were a few quasi-experimental studies (5/29, 17%) where the main factors assessed were changes in intentions or attitudes toward substance consumption and knowledge gaining. Overall, the reported results from these quasi-experimental studies were positive considering the observed differences in the participants at pre- and posttest measurements. Still, all these studies warrant a follow-up assessment to know whether these observed effects are maintained in the long run.

Similarly, the reported RCTs also highlighted some positive effects when comparing the intervention and control groups in terms of reducing substance use, increasing knowledge, or being more accepting of refusal skills. Nevertheless, other RCTs (3/10, 30%) did not find significant differences, and 10% (1/10) even warned about gamification’s detrimental effects [49]. A follow-up assessment was included in 50% (5/10) of the reported RCTs, assessing the long-term effect after 2 months of the intervention in 60% (3/5) of them. One of these studies reported that craving declined from baseline to the 4- and 8-week follow-up, although differences between the intervention and control groups were not significant [48]. Another study reported that, after 4 months, reductions in alcohol consumption faded in the group of participants that received the alcohol-only intervention and remained relatively robust in the group that received the alcohol and coping stigma intervention [44]. Thus, more RCT studies are necessary focusing on identifying relevant outcomes such as changes in attitudes, motivation, and behaviors. Moreover, including follow-up assessments for more prolonged periods and the reproducibility of these studies would help understand better the effect of serious game–based interventions for both prevention and treatment of substance use.

**Limitations**

This study has some limitations related to the selection procedure. One of these limitations is that only studies reporting an evaluation procedure were included. Thus, some serious games that implemented more sophisticated computational techniques, such as machine learning, other artificial intelligence methods, or other interactive devices that had not yet been evaluated, were not considered. Moreover, the only sources used to identify serious games were academic repositories. No other sources such as app stores were considered to assess whether some of these available apps included gamification techniques aimed at preventing or supporting substance use treatment. Nevertheless, the contribution of this study is relevant as it highlights the current state of the art in the research and development of this type of serious games, identifying relevant characteristics such as the substance addressed, their theoretical roots, the computational techniques used, the mechanism for data security and confidentiality, and the results obtained from an evaluation protocol.

**Conclusions**

The development and evaluation of serious games to support prevention and treatment interventions for substance use have increased in the last decade. The review presented in this paper describes a set of main characteristics of 29 serious games evaluated with adolescents and young adults aiming to prevent and reduce the consumption of alcohol and drugs. Most of the analyzed serious games were designed to prevent or reduce alcohol consumption. Those developed with prevention objectives were also the majority compared with those developed to support treatment. The reported evaluation protocols included mostly pilot studies, quasi-experimental studies, and RCTs.

Overall, most of the reviewed serious games reported positive results regarding acceptability, usability, increased knowledge, and change in attitudes and behaviors toward alcohol and drug consumption. An area of future research is the incorporation of other human-computer interaction and artificial intelligence techniques to identify relevant user data, allowing for the personalization of the offered interventions. In addition, more studies—that facilitate reproducibility—are necessary to better identify the long-term effects of these serious games (and whether boosted playing sessions are necessary after some time) and what specific game mechanics are more useful for preventive or treatment interventions.
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Abstract

Background: Technological advances have transformed vascular intervention in recent decades. In particular, improvements in imaging and data processing have allowed for the development of increasingly complex endovascular and hybrid interventions. Augmented reality (AR) is a subject of growing interest in surgery, with the potential to improve clinicians’ understanding of 3D anatomy and aid in the processing of real-time information. This study hopes to elucidate the potential impact of AR technology in the rapidly evolving fields of vascular and endovascular surgery.

Objective: The aim of this review is to summarize the fundamental concepts of AR technologies and conduct a scoping review of the impact of AR and mixed reality in vascular and endovascular surgery.

Methods: A systematic search of MEDLINE, Scopus, and Embase was performed in accordance with the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines. All studies written in English from inception until January 8, 2021, were included in the search. Combinations of the following keywords were used in the systematic search string: (“augmented reality” OR “hololens” OR “image overlay” OR “daqri” OR “magic leap” OR “immersive reality” OR “extended reality” OR “mixed reality” OR “head mounted display”) AND (“vascular surgery” OR “endovascular”). Studies were selected through a blinded process between 2 investigators (JE and AS) and assessed using data quality tools.

Results: AR technologies have had a number of applications in vascular and endovascular surgery. Most studies (22/32, 69%) used 3D imaging of computed tomography angiogram–derived images of vascular anatomy to augment clinicians’ anatomical understanding during procedures. A wide range of AR technologies were used, with heads up fusion imaging and AR head-mounted displays being the most commonly applied clinically. AR applications included guiding open, robotic, and endovascular surgery while minimizing dissection, improving procedural times, and reducing radiation and contrast exposure.

Conclusions: AR has shown promising developments in the field of vascular and endovascular surgery, with potential benefits to surgeons and patients alike. These include reductions in patient risk and operating times as well as in contrast and radiation exposure for radiological interventions. Further technological advances are required to overcome current limitations, including processing capacity and vascular deformation by instrumentation.

(JMIR Serious Games 2022;10(3):e34501)  doi:10.2196/34501
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Introduction

Rationale

Emerging technologies are transforming vascular surgery at a rapid pace. In particular, the introduction of endovascular techniques has opened the way for a Cambrian explosion of technological evolution in terms of both hardware [1] and software [2].

One such technology is augmented reality (AR), which aims to enhance clinicians’ ability by offering intuitive augmentation of the real environment with computer-generated real-time input of virtual information. AR lies on the continuum from virtual reality (VR), in which the user is immersed in a completely virtual setting, to real life. AR allows for minimal interaction between the virtual and real worlds, whereas mixed reality (MR) involves a combination of the real and virtual worlds where both elements are able to interact [3].

Complications in vascular surgery such as wound infections are associated with the extent of dissection, size of the wound, and duration of the surgery [4]. Anatomical localization with AR may help in reducing complications and improving overall outcomes. Although the “Getting It Right First Time” program used a principle of standardization across vascular surgery to improve outcomes in the United Kingdom [5], AR has promise in allowing for personalization taking into account individual patient anatomy and pathology while standardizing the technical approach by providing intraprocedural guidance.

Surgical AR uses a range of technologies, including everyday smartphone devices [6] and commercial products, including AR head-mounted displays (HMDs), which offer developers flexibility, allowing clinicians to experience virtual content that is overlaid directly onto the present reality [3].

Across a number of surgical specialties and subspecialties, the potential of AR as an important training tool has been identified [7]. With increasingly specialized surgical practice, more patients with comorbidities, and prevalent ethical challenges for surgical training, trainees have become increasingly reliant on simulation. Simulation has been demonstrated to effectively reduce training risks and costs [8]. Both VR and AR have been applied to surgical simulation successfully [9]; however, the superimposition of real-time information onto the real world and the flexibility offered by AR could make it a more realistic and adaptable simulation tool [10].

Literature on the applicability of AR in vascular surgery is extremely limited [11]. A recent review on the applicability of HMDs and smart glasses in vascular surgery highlighted the application of AR HMDs in a number of surgical specialties. However, only 4 papers in this review reported applications relevant to vascular surgery in particular [11]. To date, no review has been conducted on the application of the spectrum of AR technologies in the fields of vascular and endovascular surgery.

Objectives

This scoping review aimed to systematically search the literature, identify the current applications of AR in vascular and endovascular surgery, and summarize key results and learning points while identifying avenues and gaps for future research in this evolving field.

Methods

Protocol

A scoping review was chosen after advice from PROSPERO (international prospective register of systematic reviews), and the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews) [12] was used to ensure validity.

Eligibility Criteria

The inclusion criteria were (1) studies in the English language, (2) a minimum of level V evidence using the Oxford Centre for Evidence-Based Medicine 2011 Levels of Evidence, (3) use of AR in vascular or endovascular surgery, and (4) applicability to clinical practice or training reported.

The exclusion criteria were (1) review articles or conference abstracts, (2) non–English-language articles, (3) articles lacking an available full text, (4) use of AR outside of vascular or endovascular surgery, and (5) use only of VR.

Search and Information Sources

A systematic search of the MEDLINE, Scopus, and Embase databases was performed, allowing for access to a range of global clinical, scientific, and engineering research. All studies written in English from inception until January 8, 2021, were included in the search.

The following keywords were used in the systematic search string for all 3 database searches: (“augmented reality” OR “hololens” OR “image overlay” OR “daqri” OR “magic leap” OR “immersive reality” OR “extended reality” OR “mixed reality” OR “head mounted display”) AND (“vascular surgery” OR “endovascular”). No limits were applied.

Selection of Sources of Evidence

First, a blinded and independent process of selection based on titles and abstracts was performed without collusion by 2 authors (AS and JE), with a third author (JS) consulted with regard to discrepancies. Next, a selection of eligible studies was conducted by analyzing the full texts.

Data Items

Each study was evaluated individually, and the following variables were sought for data collection: year of study, category (endovascular surgery [aortic, peripheral, venous, or visceral], open surgery, and training), applied study or concept and design, number of patients (if the study was clinically applied), risk of bias (see the following section for the tools used), characteristics of the study group and operators, methods and outcomes, imaging type, and type of display (if applicable).

Critical Appraisal of Individual Sources of Evidence

The quality of the data was evaluated using the Cochrane tools Risk of Bias 2 for randomized trials and Risk of Bias In Non-randomized Studies of Interventions for nonrandomized trials [13,14]. For those studies that included human participants but did not meet the criteria for the aforementioned scoring
tools, the Johanna Briggs Institute Critical Appraisal Checklist was used, with a score derived based on the checklist. A score of 1 was assigned for Yes, a score of 0.5 was assigned for unclear, and a score of 0 was assigned for no. The results were presented as percentages. A higher percentage represented a reduced risk of bias.

**Data Charting Process and Synthesis**

Data were extracted from eligible studies into evidence tables to summarize the following: year of publication, type of study design, number of patients, method, and outcome. A second table presents more technical aspects of the research, including the type of imaging, methods for tracking or registration, and display. The data collected in the evidence tables were used to define the main themes of discussion. Any data related to the application of AR in vascular and endovascular surgery could be synthesized.

**Results**

**Selection of Sources of Evidence**

A total of 726 articles were identified from the initial search across the 3 databases, with 32 (4.4%) meeting the inclusion and exclusion criteria and being included in the final results. Please see Figure 1 for detailed information, including the reasons for article exclusion.

**Characteristics of the Sources of Evidence**

A total of 32 articles applicable to vascular and endovascular surgery met the criteria for inclusion. The included articles were sorted into three categories: open vascular surgery, endovascular surgery (subdivided into aortic, visceral, peripheral, and venous, where applicable), and training (Multimedia Appendix 1 [6,15-45]). Many studies were preclinical in application, with 44% (14/32) including human study populations with limited numbers. There were no human studies with equivalent outcome measures for comparative quantitative data analysis.

**Critical Appraisal**

Quality assessment could only be performed in cases where human study populations were evaluated, which was in 44% (14/32) of the studies. The Cochrane risk of bias assessment was not used as no randomized trials were included in our review. Among the clinical studies, 6% (2/32) were cohort studies [15,19], which were found to have a moderate risk of bias according to the Cochrane risk of bias tool for nonrandomized trials [13]. Of the 32 studies, 1 (3%) was a case-control study [25] with a score of 55% according to the Joanna Briggs Institute Critical Appraisal Checklist, 7 (22%) were case series studies [28,32,37-40] with SD (16.1%) an average score of 70% (SD 16.1%; range 50%-80%), and 3 (9%) were case reports [16,36,39] an average score of 65% (range 40%-95%).

The articles were further subdivided into studies that focused on concept and design to reflect the early stage of this technology in vascular surgery and those that conducted research directly applied to surgery, training, or simulation.

**Synthesis of Results**

**Overview**

The proportion of studies related to concept development of AR was 38% (12/32), whereas the rest were applied to clinical and simulation contexts. Of the 32 studies, 29 (91%) involved deriving digital structures of blood vessels from clinical imaging (Multimedia Appendix 2 [6,15-45]), including noncontrast computed tomography (CT), CT angiography, cone-beam CT (CBCT), magnetic resonance angiography, conventional ultrasound (US), intravascular US, and 3D US.

Virtual data are processed into a virtual object and displayed to the clinician on a screen, projector, monitor, or AR HMD. Several steps are required to complete processing, including segmentation to reduce the model to the area of interest (eg, aorta), often by thresholding via a Hounsfield scale, for example, and then using a 3D computer-generated surface mesh, refining the mesh by filling holes or defects into a model and sometimes
using a slicer to break up the model into its different anatomical sections [41].

Registration and Tracking

Registration and tracking are essential components of AR, allowing for the alignment of virtual and real data in a usable way. Registration is commonly performed using markers, where a particular pattern or anatomical landmark in the real world is used as a reference corresponding to a virtual marker derived from medical imaging [10]. This can be performed manually or using trackers. Marker-less tracking is now possible owing to technological advances that correlate patterns in real and virtual data in real time [46,47]. Integrated or external optical sensors (infrared or color) can be used to track markers or recognize patterns from a patient’s anatomy. In recent years, Red, Green, Blue-Depth cameras that track both depth and color simultaneously have allowed for the contemporaneous tracking of the real world [48]. Electromagnetic tracking is a useful method for tracking instruments deep below the surface [26]. In many cases, such as with Microsoft HoloLens, a variety of sensor inputs are used for hybrid tracking [49].

Challenges with these techniques include the deformability of the anatomy; for example, when stiff endovascular devices are inserted into blood vessels. These changes can cause registration errors, which can be clinically significant, for example, with complex visceral anatomy in endovascular aneurysm repair (EVAR). Groher et al [24] proposed computational algorithms to allow for some accurate deformability of 3D models for registration with 2D fluoroscopy. Another innovative tracking solution combating this problem involves electromagnetic trackers on the tips of angiography catheters, which can provide accurate information on the 3D position and orientation of the catheter in space, such as those used by Garcia-Vasquez et al [27].

Alternatively, intravascular US on the tip of catheters can be used to create a 3D model of blood vessels during endovascular procedures with magnetic trackers to orientate the catheter in real time, as proposed by Shi et al [29]. Parrini et al [21] tested the use of freehand external magnets as a means of guiding magnetic endovascular devices to their targets using AR vessel models on a phantom.

Endovascular Procedures

Given the inherent reliance of endovascular procedures on imaging, the potential benefits of AR were identified early, in particular to improve clinicians’ understanding of 3D anatomy during critical steps as well as to reduce time and radiation and contrast exposure [50]. Image overlay techniques are used for complex endovascular work worldwide and usually rely on merging live fluoroscopy with 2D or 3D images from x-ray, CT, or magnetic resonance imaging.

EVAR and Aortic Disease

EVAR is increasingly being performed for the repair of both complex and conventional infrarenal abdominal aortic aneurysms in the elective and emergency settings.

AR visualization has now been used in planning and EVAR navigation, with a case report by Rynio et al [16] describing the use of an AR HMD to project an aortic aneurysm and bones (vertebral column lying posterior to the aneurysm) as a 3D hologram that responds to gestures and voice commands.

A “3D road map” published in 2013 was developed by Fukuda et al [34] using preoperative CT imaging, where bone marrow subtraction and the use of the iliac crest and lumbar vertebrae as landmarks resulted in the creation of an image overlay to guide aortic endografting. This reduced the need for digital subtraction angiography (DSA) and its associated risks, ultimately giving rise to fusion imaging.

Fusion imaging has been used for endovascular navigation in hybrid vascular operating theaters, particularly in complex fenestrated EVARs. This uses preoperative 3D CT imaging to overlay vascular structures onto perioperative 2D fluoroscopy images with the aim of reducing fluoroscopy time, contrast agent dosing, and overall operating time. This can also be used in a conventional operating theater with a mobile C-arm with good results for conventional aortic endografting, as reported by Kaladji et al [25]. Koutouzi et al [32] modified this modality to require carbon dioxide DSA to confirm accurate registration of the CT-derived 3D vascular overlay to avoid iodinated contrast in patients with poor renal function or contrast allergies.

Kaladji et al [33] went on to successfully demonstrate the use of fusion imaging to perform EVAR without the use of any iodinated contrast in the pre- or perioperative phase in a case series of 6 patients. Patients with severe chronic kidney disease underwent unenhanced CT imaging. Centerlines for EVAR planning were manually drawn, and key anatomical points or landing zones were marked following segmentation and processing. A preoperative 3D image overlay reconstruction with these markers was then projected onto 2D fluoroscopy imaging to guide the placement of the aortic endograft without the use of a contrast agent (Figure 2). No endoleaks were noted during postoperative duplex surveillance, with minimal error in the positioning of the aortic endograft on postoperative CT imaging and no significant reduction in renal function.

A series of 101 patients by Schulz et al [19] in 2016 tested the use of image overlay alone in patients undergoing conventional infrarenal EVAR. Fusion image overlay using images from preoperative CT angiograms with images obtained from an intraoperative CBCT was compared with intraoperative DSA. Although <5-mm accuracy was observed in most patients (68% of the patient cohort), significant deviations were noted in some patients, including significant caudal deviation in 9 patients (9% of the patient cohort), which would have resulted in coverage of the lowest-lying renal artery, resulting in significant operative morbidity. Therefore, a contrast injection study for cannulation of the lowest-lying visceral vessel was recommended.

Koutouzi et al [28] described a technique that aims to use image overlay to reduce the risk of covering intercostal arteries during thoracic EVAR (TEVAR), which may affect spinal cord perfusion, causing paraparesis. Intraoperative CBCT was used to perform 3D-3D registration with a preoperative CT angiogram to enhance accuracy. Once calibrated onto live fluoroscopy, this overlaid 3D model was used to guide the TEVAR and avoid
preplanned intercostal arteries. A case series of 7 was reported without spinal cord injury.

A common problem with image overlay techniques is the nondeformability of a rigid 3D model created from a preoperative CT scan. García-Vasquez et al [27] attempted to overcome this problem using 3D US to create a real-time model of the patients’ anatomy that was visible to a clinician wearing the AR HMD. Coupled with the electromagnetic catheter tip tracking system used by von Haxthausen et al [26], this concept has been proposed to perform EVAR completely free of radiation and intravenous contrast and tested on a phantom model with a 3D model of an aortic aneurysm [27]. The concept showed promising progress (Figure 3); however, issues around registration accuracy remain.

Figure 2. During the procedure, different information was overlaid onto the native 2D fluoroscopic image to guide instrument placement: (A) none, (B) centerlines and key points can be projected, and (C) artificially enhanced aortic volume. Reprinted from European Journal of Vascular & Endovascular Surgery, 49/3, Kaladji A, Dumenil A, Mahé G, Castro M, Cardon A, Lucas A, Haigron P, Safety and accuracy of endovascular aneurysm repair without pre-operative and intra-operative contrast agent, 255-261, 2015, with permission from Elsevier [33].
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Figure 3. View from HoloLens display of 3D vasculature from 3D ultrasound being projected onto a phantom. Reproduced from García-Vázquez V et al [27] under the Creative Commons Attribution Non-Commercial License.

![Figure 3](image)

**Endovascular—Peripheral Arterial Disease**

Endovascular techniques are being applied to increasingly complex surgical problems in patients with comorbidities. The potential to reduce radiation and contrast exposure while navigating tortuous vessels makes the application of AR technology more attractive.

Lu et al [36] described successful retrograde peroneal access through an AR system with CT angiogram image–derived overlay of fluoroscopic images. AR glasses were worn by the operator to guide the needle trajectory. The case report highlighted technical difficulties, including the need for manual registration and having to align virtual dots on their AR HMD with fiducial markers on the patient’s leg. In addition, aligning the trajectory of the needle path on the AR HMD required the acquisition of new technical skills.

The work of Goudeketting et al [37] focused on the accuracy of image fusion based on preprocedural contrast-enhanced magnetic resonance angiography during percutaneous angioplasty of iliac lesions. They found that guidewires and endovascular catheters did not cause significant vessel displacement to influence image fusion according to angiographic experts.

Swerdlow et al [15] retrospectively compared carotid stenting with 2D-3D image fusion (46 patients) and without (70 patients). Magnetic resonance imaging or CT angiography images were overlaid onto the real-time 2D fluoroscopy. They observed significantly improved cannulation times and reduced radiation exposure using this technique.

**Endovascular—Venous Disease**

Endovascular venous intervention, compared with arterial intervention, can be more challenging because of the lack of...
landmarks from vessel calcification and reduced vessel wall thickness. Schwein et al [38] used image fusion techniques with magnetic resonance venography to successfully recanalize 4 patients with central venous occlusion. It was felt that magnetic resonance venography image fusion improved clinician confidence and the safety of difficult venous endovascular navigation.

Open Surgery

Overview

“Traditional” open vascular surgery has increasingly been replaced by novel endovascular techniques, which, in combination with problems with tissue deformation, as previously described, may explain why AR is less well researched in this field.

The use of a new image overlay system has been demonstrated successfully in lower limb revascularization surgery by Mochazuki et al [40]. This system used preoperative CT imaging to help locate the target distal anastomotic site and plan a limited incision accordingly using a branch artery as a reference point (Figure 4).

Modern-day mobile phones have multiple sensors that may be used for AR-assisted surgery. The benefits of easy accessibility (most operators have access to a mobile phone) and cost make them an attractive option. An AR-assisted surgery system was developed by Aly [6] to provide 3D guidance during vascular procedures. CT angiogram–derived images were used by a smartphone to produce a 3D guidance model fused with the patient’s anatomy, and rotational and positional tracking were compared for planning an iliofemoral bypass as well as for an endovascular sheath placement in the common femoral artery (Figure 5).

Figure 4. Computed tomography–derived 3D model is superimposed onto camera images. Doughnut-shaped fiducial markers on the limb help match images so that the target artery and its branches can be overlaid onto the limb as red (A) or blue (B) lines. Reprinted by permission from the Springer Nature Customer Service Centre GmbH: Springer Nature. New simple image overlay system using a tablet PC for pinpoint identification of the appropriate site for anastomosis in peripheral arterial reconstruction. Mochizuki Y, Hosaka A, Kamiuchi H, Nie JX, Masamune K, Hoshina K, et al. 2016 [40].

Figure 5. Screen capture of augmented reality–assisted surgery system developed by Aly [6]. Fiducial marker (sterile suture pack) used for registration and tracking with 3D model derived from computed tomography angiogram superimposed from mobile phone. (A) Tracking marker, (B) common femoral vein, and (C) inguinal ligament. Reproduced under the Creative Commons Attribution License CC-BY 4.0.
**Robotic Surgery**

The use of AR with robot-assisted surgery is of increasing academic interest worldwide. Pietrabissa et al [39] successfully used an AR HMD to superimpose a surgical anatomy from CT angiography onto the patient’s body for preoperative planning to guide trocar placement and dissection so as to minimize disruption using the da Vinci surgical system. Although robot-assisted surgery is becoming increasingly common for vascular interventions, the use of AR is in the early stages of adoption and investigation.

**Training and Simulation**

Published studies on AR vascular and endovascular training were limited in our review to 16% (5/32) of the papers. Of these 5 papers, 1 (20%) applied this to training vascular surgeons, whereas 4 (80%) focused on design concepts.

Mangina et al [41] tested the concept of creating a 3D model of the aorta from CT angiography images using a number of programming tools and platforms, including Unity, ARToolKit, and Pro/ENGINEER. A model aorta was created with the potential for merging with VR and AR tracking technologies to create an accurate training and educational tool for application to both open and endovascular training.

**Figure 6.** Early augmented reality interventional simulator design. Reproduced from Anderson et al [45], with permission from © Georg Thieme Verlag KG. Note: The permission of the figure stays with the publisher, and any further reuse will need explicit permission from the publisher.

Crowley et al [42,51] built on the work of Mangina et al [41], further exploring the concept of EVAR MR simulation. They found that the creation of a solid 3D-printed model of an aortic aneurysm through which real instruments (guidewires, catheters, and delivery devices) can be placed and manipulated gave the simulation tactile realism. A mobile device provides the user with fluoroscopic data through an AR software (ARToolKit or Daqri) while haptic feedback is provided by the 3D model. Limitations of 3D-printed models include the lack of vascular wall deformability and the realism of feedback from catheter tips against the model wall. The system’s usability was tested by medical students and university lecturers.

An AR system for US-guided endovascular surgical training was devised by Cheng et al [20]. Live US images were transferred to a prescanned phantom model of the aorta and iliac arteries, which was extended to a computer-assisted remote endovascular surgery model. The user is able to navigate an endovascular catheter using a robotic device with computer-generated images to augment the 3D understanding of the catheter in space. The phantom provides both haptic and visual feedback aiming to be as realistic as possible.

Rudarakanchana et al [44] applied the concept of simulation to the pressured setting of ruptured EVAR. This was achieved through VR simulators being integrated into a simulated angio suite with the whole team present. A total of 10 teams were tested: 5 led by interventional specialists and 5 led by trainees. This study measured the time to achieve proximal control and total procedure and fluoroscopy times. Experts were significantly faster than trainees using reduced fluoroscopy time, suggesting that the simulation model had good applicability to real-life experience. In particular, the value of the simulation for improving team communication and human
factor skills was highlighted through feedback, suggesting that AR and MR simulation could be useful adjuncts to improving ruptured EVAR outcomes.

Our review demonstrates that the most used modality for obtaining data for display is CT angiography (Table 1), with CBCT often used in the registration process with the patient in the operating suite. The type of display will depend on the application, and a range of display types were included, with image fusion studies making monitors the most prevalent display (Table 2).

Table 1. Most of the included studies derived data from 3D clinical imaging, which can be overlaid onto the real world (N=32).

<table>
<thead>
<tr>
<th>Data source</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noncontrast CT&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1 (3)</td>
</tr>
<tr>
<td>CT angiography</td>
<td>22 (69)</td>
</tr>
<tr>
<td>Cone-beam CT</td>
<td>11 (34)</td>
</tr>
<tr>
<td>MR&lt;sup&gt;b&lt;/sup&gt; angiography or venography</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Conventional US&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Intravascular US</td>
<td>1 (3)</td>
</tr>
<tr>
<td>3D US</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Rotational XR&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Computer-generated model</td>
<td>3 (9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CT: computed tomography.  
<sup>b</sup>MR: magnetic resonance.  
<sup>c</sup>US: ultrasound.  
<sup>d</sup>XR: x-ray.

Table 2. Types of augmented reality (AR) displays. A monitor was the most frequently used type of display, often used for image fusion in interventional procedures (N=32).

<table>
<thead>
<tr>
<th>Types of AR display</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR HMD&lt;sup&gt;a&lt;/sup&gt; (including HoloLens)</td>
<td>9 (28)</td>
</tr>
<tr>
<td>Monitor</td>
<td>20 (63)</td>
</tr>
<tr>
<td>Mobile phone</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Projector</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>HMD: head-mounted display.

**Discussion**

**Summary of Evidence**

The reviewed studies demonstrate that AR in surgery often relies on the registration of a virtual image or object onto the real patient using a tracking method, which can trace the real environment and place virtual objects in the correct position and orientation. Our study revealed a wide range of applications of AR in vascular surgery. Image overlay technology is increasingly used, with its value being reported in endovascular treatment of peripheral arterial disease [37], deep venous disease [38], carotid stenting [15], and aortic disease (EVAR [19,32], TEVAR [28], and complex EVAR cases [31,52]). There is evidence that it can improve technical success while reducing procedural times, radiation dose, and contrast volume.

However, concerns remain regarding the accuracy of image registration, especially with more complex anatomies [19]. A common problem is the deformation of vascular structures with respiration, surgical manipulation, or stretching out of vessels (such as iliac and target visceral arteries for EVAR) with rigid stent delivery systems. Emerging technologies offer novel solutions for improving the real-time accuracy of overlaid data. Robust deformable registration algorithms or intraoperative real-time 3D scanners are potential solutions to assist AR-guided surgery on soft or deformable structures. In particular, 3D and intravascular US offer radiation- and contrast-free modalities to create real-time images for intraoperative use [27], whereas electromagnetic tracking provides contemporaneous spatial information about catheter devices [26]. The integration of these technologies demands high levels of data transmission and processing, which must be met by technology to prevent lag [53].

AR HMDs allow the wearer hands-free access to virtual data overlaid directly onto the patient. Several studies with EVAR in particular have shown early promise that they can reduce the need for radiation and contrast exposure while improving accuracy [26,27,31]. Studies on open and robotic surgery corroborate this [39,54]. AR HMDs such as HoloLens still have a few technical concerns that could restrict their usefulness.
Their weight (500-645 g depending on the device and manufacturer) can cause discomfort and fatigue during long procedures. AR HMD processing capacity and memory are limited, which can restrict certain applications. The immersive experience can be limited by a restricted field of view and projection size, whereas image quality and computational time will improve as the technology evolves. There is no consensus yet on the optimal methods for merging and displaying virtual and real information so that depth perception or focus and visual clutter do not distract the wearer [11,55].

Most of the included studies (28/32, 88%) described small-scale implementations of AR with limited study participants and a wide range of AR hardware and software platforms in their research. Only 44% (14/32) of the studies included human study populations. As AR becomes more ubiquitous for vascular surgery, more evidence will become available, and we believe that these limitations will pose less of an issue.

A significant proportion of the studies were preclinical in their applications and demonstrated proof-of-concept findings. Nevertheless, AR solutions are applicable to a wide spectrum of fields in vascular surgery, including those highlighted in this scoping review.

Limitations

Three databases (MEDLINE, Embase, and Scopus) were searched for this review, allowing for a broad assessment of the current impact of AR clinically and educationally while also scoping potential future applications. However, in this fast-moving field, AR applications under development by private enterprises were not included in the contents of our review. Although our selection criteria focused on vascular and endovascular surgery, there is significant crossover with work applied to other medical and surgical specialties, and wider development within interventional radiology and allied surgical specialties will further inform applications within vascular and endovascular surgery.

Conclusions

AR has shown potential to enhance accuracy and reduce procedural time, radiation exposure, and contrast dose in a range of vascular surgery applications by digitally augmenting the clinicians’ procedural ability, reducing surgical risk, and improving patient outcomes. Clinicians, who demand high levels of accuracy and patient safety, should be aware of potential technical pitfalls when using AR technology on patients but should also be aware of the potential benefits. AR has also been shown to be an increasingly valuable tool in surgical simulation and education. As technology improves, it can be expected that AR will become increasingly relied upon as an arrow in the surgical quiver and that more applications will be found for AR, which could benefit clinicians. Future development and studies should assess whether the use of AR affords improvements in patient experience and in clinical effectiveness as objective measures of improvement in outcomes and cost-effectiveness of this technology.
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Abbreviations

AR: augmented reality
CBCT: cone-beam computed tomography
CT: computed tomography
DSA: digital subtraction angiography
EVAR: endovascular aneurysm repair
HMD: head-mounted display
MR: mixed reality
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
PRISMA-ScR: Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews
PROSPERO: international prospective register of systematic reviews
TEVAR: thoracic endovascular aneurysm repair
US: ultrasound
VR: virtual reality