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Abstract
Background: Ultrasound education is transitioning from in-person training to remote methods using mixed reality (MR) and
5G networks. Previous studies are mainly experimental, lacking randomized controlled trials in direct training scenarios.
Objective: This study aimed to compare an MR-based telesupervised ultrasound education platform on private 5G networks
with traditional in-person training for novice doctors.
Methods: Conducted at a tertiary academic hospital from November to December 2023, the prospective unblinded random-
ized controlled pilot study assigned doctors without prior abdominal ultrasound education experience to either the telesupervi-
sion group (TG; n=20) or direct supervision group (DG; n=20). Participants received a 15-minute video lecture, conducted
ultrasound on a phantom, and had 18 images scored by 2 blinded experts. Additionally, the TG received 5 minutes of training
on the basic operation of a head-mounted display. Communication between doctors in the TG and supervisors was facilitated
through a head-mounted display, whereas those in the DG interacted directly with supervisors. Primary outcomes were
image quality scores, while secondary outcomes included procedure time, number of supervisor interventions, user experience
using National Aeronautics and Space Administration-Task Load Index (NASA-TLX), System Usability Scale (SUS), and
self-confidence through pre- and postsurveys.
Results: Image quality scores and procedure times showed no significant differences between the groups (TG: 66.8 [SD 10.3]
vs DG: 66.8 [SD 10.4], P=.84; TG: 23.8 [SD 8.0] min vs DG: 24.0 [SD 8.1] min, P=.95, respectively). However, the TG
engaged in more educational interventions (TG: 4.0 [SD 2.5] vs DG: 0.8 [SD 1.1], P<.001), reflecting a more interactive
training environment. TG participants reported lower NASA-TLX scores for mental demand (43.8 [SD 24.8] vs 60.6 [SD
22.4], P=.03), effort (43.1 [SD 22.9] vs 67.9 [SD 17], P<.001), and frustration (26.9 [SD 20.3] vs 45.2 [SD 27.8], P=.02),
indicating a reduced cognitive load compared to the DG. The mean SUS score was also higher in the TG (66.6 [SD 9.1] vs
60.2 [SD 10.4], P=.046), suggesting better usability. Both groups showed significant improvements in confidence, with the TG
showing notably greater improvement in abdominal ultrasound proficiency (pre-education TG: 1.6 [SD 0.9] vs DG: 1.7 [SD
0.9], P=.73; post-education TG: 3.8 [SD 0.9] vs DG: 2.8 [SD 1.0], P=.006).
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Conclusions: Although no significant differences in image quality scores were observed between groups, considerable
differences in positive educational interactions, workload, and usability were evident. These findings emphasize the platform’s
potential to enhance the ultrasound training experience, suggesting more interactive and efficient learning.
Trial Registration: ClinicalTrials.gov NCT06171828; https://clinicaltrials.gov/study/NCT06171828
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outcomes; user experience; self-confidence; image quality; educational intervention; training experience; South Korea;
telehealth

Introduction
Ultrasounds, a low-cost, noninvasive, real-time imaging
modality, have faced a paradigm shift in training meth-
ods due to the COVID-19 pandemic [1-6]. Ultrasonog-
raphy is skill-intensive and operator-dependent, typically
requiring hands-on practice with supervision [1]. However,
technological advancements, the mismatch between global
medical technology supply and demand, and social distanc-
ing measures due to infectious diseases have accelerated the
transition of ultrasound education from traditional in-person
training to digital training [7]. Some studies have shown no
significant differences between ultrasound novices learning
basic hands-on skills and basic ocular ultrasound skills
through online self-learning compared to hands-on learn-
ing [8,9]. However, the real-time imaging characteristics of
ultrasound necessitate real-time supervision during training
[10]. Current tele-education methods, such as mobile phone
apps, videoconferencing devices, and telemedicine software,
have been used to connect learners with supervisors, enabling
them to share and discuss ultrasound images [2,10]. Neverthe-
less, these methods present several issues. They transmit the
ultrasound image but fail to show how the learner is holding
the probe, thus hindering the supervisor’s ability to provide
effective feedback on probe handling. Moreover, because the
learner needs one hand to operate the probe, using the other to
hold a communication device prevents effective manipulation
of any additional materials or instruments.

To address these challenges, mixed reality (MR) sys-
tems have recently gained prominence in medical educa-
tion [11-13]. MR involves merging physical objects with
virtual information to facilitate interaction between the two
[14]. Previous studies have explored the application of
MR in contactless ultrasound education, demonstrating its
potential to enhance the realism of educational experien-
ces [15-17]. MR technology applies a virtual overlay to
ultrasound images, allowing learners to study anatomy and
pathology in a more immersive and interactive manner [18].
It also allows for immediate feedback and correction within
a simulated clinical setting without requiring the supervi-
sor to be physically present [19]. A key element of incor-
porating MR into ultrasound education is minimizing the
delay in ultrasound image transmission between learners and
supervisors. This can be achieved by using fifth-generation
(5G) networks to ensure optimal transmission speeds [20].
5G wireless networks reliably transmit data at speeds of up

to 100 times faster than previous generations (10 gigabits
per second), reducing latency to 1‐2 ms and multiplying
simultaneous device connectivity by 100 [21]. The use of
a 5G network is critical for minimizing latency during the
transmission of ultrasound images, thereby enabling effective
remote supervision.

Previous studies using MR systems and 5G networks have
been mainly experimental, and there is a lack of randomized
controlled trials evaluating the educational efficacy of these
technologies in direct training scenarios [22]. Using MR on a
5G network, we aimed to assess the educational effectiveness
of remote telesupervision with head-mounted display (HMD)
versus traditional direct supervision, analyze the feasibility of
the tele-education platform by surveying the workload and
usability of novice sonographers, and address the prevalent
educational challenges of ultrasound, which are marked by a
scarcity of faculty, inadequate equipment, and limited training
time. This study can be used as a reference to improve
ultrasound training that emphasizes the tactile and manual
skills essential to the discipline.

Methods
Study Design
This prospective randomized controlled pilot study was
conducted at a tertiary academic hospital in South Korea
from November 2023 to December 2023. The study aimed
to compare an MR-based telesupervised ultrasound education
platform using private 5G networks with traditional in-person
training for novice doctors.
Participants
We recruited medical doctors from the Samsung Medical
Center interested in ultrasound education with supervision
through online and offline bulletin boards. Participants had no
prior experience with abdominal ultrasonography. To oversee
the ultrasound examinations performed by each participant,
the study engaged 2 faculty members from the emergency
medicine (EM) department to provide supervision.
Study Protocol
Overall, 40 participants were randomly assigned to the
direct supervision group (DG) and telesupervision group
(TG) using the lottery method. First, all participants com-
pleted a pre-survey and watched a 15-minute video lec-
ture created using PowerPoint (Microsoft) for abdominal
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ultrasound education. The researcher provided an additional
5-minute training for the TG on basic HMD operations,
including essential finger movements for HMD use, finger
taps for navigating pages, and screen movement and resizing,
allowing participants to adapt to the HMD while performing
an ultrasound scan. Following the video lecture and HMD
guidance, each participant was tasked with performing an
abdominal ultrasound on the phantom and saving the 18
scanned images required. The DG were then provided with
a printed handout, and the TG were provided with a PDF
version of the handout presented as a hologram. During
ultrasound scanning, the participants could ask questions
and communicate with the faculty according to the assigned
group’s supervision method. If the participants in either group
needed assistance, they could seek help from their supervisors
at any time. Next, the entire ultrasound procedure performed
by the participants was recorded using a 360° camera. The
time frame between the moment participants held the probe
and the moment they returned the probe to the machine or
pressed the “end exam” button to save images was measured.
Finally, all participants completed a post-survey regarding
their workload and usability.
MR Telesupervised Ultrasound Education
Platform
The MR telesupervised ultrasound education platform
consists of 3 components: the network, the supervisor (a
laptop for supervision), and the learner (an ultrasound device,
a laptop for capturing ultrasound images, an HMD, and a
360° camera) (Figure 1). The hospital installed 4.7 and 28
GHz 5G base stations, along with a private 5G core [23]. The
28 GHz band offers low latency and high speeds but has a
limited range, making it suitable for hotspot use. Therefore,
4.7 GHz base stations were installed in multiple designated

practice areas, including some operating rooms, wards, and
emergency rooms, to provide wide-area coverage, while 28
GHz stations were used as hotspots. Download and upload
throughput measured by iperf were 1453 and 147 Mbps,
respectively.

The software used for telesupervision mainly consists of
remote assistance services (facilitating MR communication
between HMD users and supervisors), media services (media
processing and streaming 360° camera, HMD, and ultra-
sound images), authentication (account authentication), image
conversion, and 3-dimensional model services. Ultrasound
images were converted to 3840×2160 NV12 at 30 frames per
second via the capture board, converted to 640×480 on the
laptop, and forwarded to the service platform via real-time
streaming protocol. The HMD device used was a HoloLens
2 (Microsoft), which captures images at a resolution of
1088×612 and delivers them to the service platform as a web
real-time communication media stream. The 360° camera
used was a QooCam 8K (Kandao Technology Company Ltd),
which captured a video at 4K (3840×2160) resolution at 30
frames per second and sent it to the service platform via the
real-time streaming protocol.

Using this platform, the supervisor could simultaneously
observe clear ultrasound images, the learner’s perspective
via the HMD, and the learner’s ultrasound scan posture
using a 360° camera. The supervisor manipulated the 360°
camera image to observe the learner’s probe manipulation and
offered assistance using visual and auditory cues through the
HMD display. In the study hospital, communication latency
from the HMD, ultrasound device, and 360° camera to the
supervisor’s laptop was measured in 10 iterations, with mean
values of 196 (SD 5) ms, 49 (SD 36) ms, and 797 (SD 26) ms,
respectively.
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Figure 1. System architecture of MR telesupervised ultrasound education platform. The learner’s part consists of (A) an HMD, (B) an ultrasound
device, and a laptop to capture ultrasound images through the capture board, and (C) a 360° camera. The software used by the supervisor displays the
video streamed from (A), (B), and (C). Additionally, there is a (D) list of participants, (E) communication with the learner via microphone and camera
that can be turned on and off by the supervisor, (F) the ability to send 3D objects, files, and images from the storage, and (G) a recording function.
HMD: head-mounted display; MR: mixed reality.

Abdominal Ultrasonography
The study materials were developed based on the abdominal
ultrasound certification examination of the Korean Associ-
ation of Clinical Ultrasound [24,25]. For novices, general
ultrasonography information and knobology were introduced,
and 18 abdominal ultrasound images were taught with the
corresponding anatomical images: liver (7 images), biliary
system (2), pancreas (2), spleen (1), kidney (4), and aorta (2)
(Figure S1 in Multimedia Appendix 1). The ultrasound was
performed using a Samsung Medison HM70A machine with
a 1‐7 MHz curved array probe. Ultrasound settings were set
by the researcher. Participants used an abdominal ultrasound
phantom (ABDFAN, Kyoto Kagaku Co.). After the test, the
2 EM faculty members evaluated the images in a blinded
manner. They assigned scores ranging from 1 to 5 to each
image based on predefined evaluation criteria, and the mean
score was used [26]. Missing images received a score of zero
(Table S1 in Multimedia Appendix 2).
User Experience and Confidence
To evaluate the feasibility of the MR-based telesupervised
ultrasound education platform and its practical use, subjective
user experience must be assessed. The National Aeronautics
and Space Administration Task Load Index (NASA-TLX) is
the most widely accepted and validated multidimensional tool
that evaluates the overall workload across 6 dimensions: 3
dimensions measure the demands imposed on the subjects
(mental demand, physical demand, and temporal demand),
and 3 dimensions focus on how the subject deals with the task
at hand (self-rated performance, effort, and frustration level).

We used the raw NASA-TLX score, which is the arithmetic
mean of all subscales, and did not weigh them [27,28].

The System Usability Scale (SUS) is a simple and
widely adopted usability test tool based on questionnaires
that can be used to evaluate software, mobile devices, and
medical systems. The final scores were interpreted based
on a well-established reference standard [29,30]. The SUS
contains 10 questions based on a 5-point Likert scale.
The odd questions were positive, and the even questions
were negative. A higher SUS value indicates better prod-
uct usability. Additionally, a pre- and post-training confi-
dence survey was conducted using a 5-point Likert scale to
assess the participants’ confidence in each organ and overall
abdominal ultrasound before and after training [31,32].
Evaluation of Outcomes
The primary outcome was the overall scan score of the
18 ultrasound images, with a total score of 90. Secondary
outcomes included assessing the user experience through the
NASA-TLX and SUS [29,33]. Additionally, we measured
the time taken for the ultrasound procedure, the number of
interventions made by supervisors, and self-confidence in
performing abdominal ultrasound pre- and post-surveys.
Statistical Analysis
All continuous variables were described as mean (SD),
while categorical variables were described as numbers and
percentages. For continuous variables, the analysis employed
either the 2-sample t test or Wilcoxon rank-sum test, and
for categorical variables, the χ2 test or Fisher exact test was
used. Statistical significance was set at P<.05. All statistical
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analyses were conducted using R software (version 4.3.1; R
Foundation for Statistical Computing).
Ethical Considerations
The experimental protocol of the study involving human
participants was carefully designed and implemented in strict
compliance with the ethical standards of the Declaration of
Helsinki. The study protocol was approved by the Institu-
tional Review Board of the Samsung Medical Center (IRB
file number 2023-10-015) and registered with ClinicalTri-
als.gov (NCT06171828). Each participant provided written
informed consent before registration and received a small
monetary compensation for their time and involvement in
the study. All study data were deidentified to ensure privacy
and confidentiality, in accordance with institutional guide-
lines. No identifiable images or personal details of individual
participants are included in this manuscript.

Results
Demographics
From November to December 2023, 40 doctors who had
not received prior training in abdominal ultrasonography
participated in the study and completed the entire process,
including subsequent surveys (Figure 2). The participants had
a mean age of 28.3 years, and 25% (n=10) were men. The
participants were comprised of interns (n=14, 35%), family
medicine physicians (n=10, 25%), and pediatricians (n=6,
15%). No significant differences were observed in age, sex,
physician grade, specialty, frequency of ultrasound (excluding
abdominal ultrasound) use, or prior use of an HMD between
the groups (Table 1).

Figure 2. Flowchart of the study. HMD: head-mounted display; US: ultrasound.
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Table 1. Demographic and basic characteristics of study participants.
Participant characteristics Direct supervision group Telesupervision group P value

(n=20) (n=20)
Age (years), mean (SD) 29.9 (3.9) 28.3 (3.5) .19
Gender, n (%) >.99
  Men 5 (25) 5 (25)
  Women 15 (75) 15 (75)
Physician-grade, n (%) .57
  Intern 6 (30) 8 (40)
  First-year resident 4 (20) 6 (30)
  Second-year resident 2 (10) 3 (15)
  Third-year resident 5 (25) 1 (5)
  Fourth-year resident 1 (5) 1 (5)
  Attending physician 2 (10) 1 (5)
Specialty, n (%) .27
  Dermatology 1 (5) 0 (0%)
  Family medicine 7 (35) 3 (15)
  General surgery 1 (5) 1 (5)
  Internal medicine 0 (0) 2 (10)
  Intern 6 (30) 8 (40)
  Orthopedic surgery 0 (0) 2 (10)
  Pathology 0 (0) 1 (5)
  Pediatrics 3 (15) 3 (15)
  Radiology 2 (10) 0 (0)
Frequency of ultrasound use, n (%) .06
  None 14 (70) 6 (30)
  1‐2 times per year 1 (5) 5 (25)
  1‐2 times per month 5 (25) 6 (30)
  1‐2 times per week 0 (0) 2 (10)
  More than 3 times per week 0 (0) 1 (5)
Prior use of HMDa, n (%) 1 (5) 2 (10) >.99

aHMD: head-mounted display.

Overall Performance Between Groups
There were no significant differences in scores between the 2
groups (Table 2). The total scores for DG and TG were 67.5
(SD 10.4) and 66.8 (SD 10.4), respectively. The intraclass
correlation coefficient between the scores given by the 2
EM faculty members was 0.9. The duration of the ultrasound

between the 2 groups was not significantly different, with a
mean time of 24.0 (SD 8.1) and 23.8 (SD 8.0) minutes for
DG and TG, respectively. However, the number of interven-
tions was significantly higher in the TG, with 4.0 (SD 2.5)
interventions, compared to 0.8 (SD 1.1) in the DG.

Table 2. Analysis of abdominal ultrasound score between 2 groupsa.
Direct supervision group (n=20), mean (SD) Telesupervision group, (n=20), mean (SD) P value

Score
  Total (out of 90) 67.5 (10.4) 66.8 (10.4) .84
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Direct supervision group (n=20), mean (SD) Telesupervision group, (n=20), mean (SD) P value

  Liver (out of 35) 24.7 (4.6) 24.6 (3.7) .94
  Gallbladder (out of 10) 7.5 (1.6) 8.2 (1.5) .19
  Pancreas (out of 10) 9.0 (1.0) 7.9 (2.2) .06
  Spleen (out of 5) 3.1 (1.5) 3.1 (1.5) .96
  Kidney (out of 20) 15.4 (2.8) 15.5 (2.7) .86
Procedure time (min) 24.0 (8.1) 23.8 (8.0) .95
Intervention 0.8 (1.1) 4.0 (2.5) <.001

aThe intraclass correlation coefficient between the scores given by 2 emergency medicine faculty members was 0.9.

User Experience, Workload, and
Confidence
All participants completed the NASA-TLX, SUS questions,
and pre- and post-confidence surveys. The TG reported
significantly lower scores in NASA-TLX for mental demand
(mean 43.8 [SD 24.8] vs mean 60.6 [SD 22.4]), effort (mean
43.1 [SD 22.9] vs mean 67.9 [SD 17]), and frustration level
(mean 26.9 [SD 20.3] vs mean 45.2 [SD 27.8]) compared to the
DG, indicating reduced workload (Table 3).
The mean SUS score of TG was significantly higher than that
of DG (mean 66.6 [SD 9.1] vs mean 60.2 [SD 10.4]). Among
all statements, “frequent use” (mean 4.3 [SD 0.6] vs mean

3.9 [SD 0.6]), “well-integrated system” (mean 4.1 [SD 0.6] vs
mean 3.3 [SD 0.9]), and “learn quickly” (mean 4.2 [SD 0.7] vs
mean 3.5 [SD 0.6]) were significantly higher in TG than in DG
(Table 4).
The change in confidence for both groups showed significant
increases in organ-specific measures from pre- to post-inter-
vention (Table 5). Before the study, both groups generally
had confidence levels below 3 points, with no significant
differences except for the pancreas. After the study, most
scores increased to the 4-point range, with the TG showing
a significantly greater improvement, especially in abdominal
ultrasound, referring to overall skill confidence in abdominal
ultrasound (Figure 3).

Table 3. Analysis of National Aeronautics and Space Administration-Task Load Index (NASA-TLX) score between 2 groups.
Measure Direct supervision group (n=20), mean (SD) Telesupervision group (n=20), mean (SD) P value
Mental demand 60.6 (22.4) 43.8 (24.8) .03
Physical demand 40.1 (24.5) 33.1 (26.9) .40
Temporal demand 47.6 (22.0) 36.9 (26.0) .17
Self-rated performance 51.4 (22.5) 45.4 (26.3) .44
Effort 67.9 (17) 43.1 (22.9) <.001
Frustration level 45.2 (27.8) 26.9 (20.3) .02

Table 4. Analysis of standardized System Usability Scale (SUS) score between the 2 groups and each SUS statementa.

SUS questions (5-point Likert scale)
Direct supervision group
(n=20), mean (SD)

Telesupervision group
(n=20), mean (SD) P value

I think that I would like to use this system frequently. 3.9 (0.6) 4.3 (0.6) .02
I found the system unnecessarily complex. 2.1 (0.6) 2.0 (0.7) .60
I thought the system was easy to use. 3.5 (0.6) 3.8 (0.6) .13
I think that I would need the support of a technical person to be able to use this
system.

3.5 (1.1) 4.1 (0.8) .06

I found that the various functions in this system were well integrated. 3.3 (0.9) 4.1 (0.6) .001
I thought there was too much inconsistency in this system. 1.9 (0.7) 1.7 (0.5) .30
I would imagine that most people would learn to use this system very quickly. 3.6 (0.6) 4.2 (0.7) .005
I found the system cumbersome to use. 2.1 (0.7) 2.3 (0.7) .27
I felt very confident using the system. 3.3 (0.8) 3.7 (0.6) .08
I needed to learn a lot of things before I could get going with this system. 3.8 (1.1) 3.3 (1.0) .14
Total SUS score 60.2 (10.4) 66.6 (9.1) .046

aEach statement has a 5-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree).
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Figure 3. Pre-post assessment confidence levels by organ for each group. The confidence levels are displayed as mean values with standard
deviations on a 5-point Likert scale.

Table 5. Confidence of each group before and after the study.
Confidence (5-likert
scale) Pre-education Posteducation

Direct supervision
group (n=20), mean
(SD)

Telesupervision
group (n=20), mean
(SD)

P value Direct supervision
group (n=20), mean
(SD)

Telesupervision
group (n=20), mean
(SD)

P value

Liver 3.1 (1.4) 3.3 (1.3) .65 4.0 (1.0) 4.5 (0.6) .07
Pancreas 2.0 (1.0) 1.4 (0.6) .02 3.5 (1.2) 4.0 (0.8) .10
Gallbladder 2.8 (1.5) 2.1 (1.2) .17 4.5 (0.8) 4.4 (0.8) .84
Kidney 3.2 (1.5) 2.8 (1.3) .38 4.7 (0.6) 4.8 (0.4) .33
Aorta 1.9 (1.1) 1.7 (1.2) .59 4.2 (0.9) 4.2 (0.9) .73
Abdominal ultrasound 1.7 (0.9) 1.6 (0.9) .73 2.8 (1.0) 3.8 (0.9) .006
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Discussion
Principal Findings
This study compared an MR-based telesupervised ultra-
sound education platform on private 5G networks with
traditional in-person training for novice doctors. Conduc-
ted through a randomized controlled trial with a relatively
small sample size, the results indicated that the quality of
abdominal ultrasound scans was consistent between the TG
and the DG, indicating the platform’s ability to maintain
educational integrity remotely. Additionally, telesupervision
was associated with decreased mental demand, effort, and
frustration, and showed positive impacts on usability and
confidence levels. This study provides an important reference
for advancing ultrasound training that focuses on the tactile
and manual skills necessary for the field, even when using
remote learning platforms.

Our findings affirm the feasibility, equivalence, and
noninferiority of telehealth in ultrasound education, with
outcomes comparable to in-person training [8,34-36]. Similar
to other studies using HMD and MR guidance, telesupervi-
sion led to reduced cognitive loads [33]. Participants noted
enhanced skill acquisition, easier command following, and
greater confidence compared to traditional methods [37].
Challenges within the TG included the difficulty of man-
aging dual tasks—performing ultrasound procedures while
adapting to the HMD use. These issues could be distracting
and potentially induce cybersickness, adversely affecting the
learning experience [38]. As learners grow more familiar with
HMD technology, these distractions are expected to decrease,
improving the learning environment by minimizing psycho-
logical and physical barriers.

To address common technical issues like internet
interruptions [39], delays, image freezes, and audio or video
transmission problems [37], our study leveraged advanced 5G
technology. This significantly mitigated latency issues and
enhanced the potential for future applications of augmen-
ted reality in telehealth [40]. Unlike studies that reported
complications with smartphone use during examinations [41],
our implementation of an HMD freed the operator’s hands,
enabling more realistic and immersive educational experien-
ces.

In the study, several technical issues arose, including 2
instances of program crashes due to duplicate logins, 3 app
crashes (with reconnection times within 5 s), and 1 micro-
phone error, all of which required reconnection and extended
the examination time for some in the TG group. Additionally,
2 delays in ultrasound image transmission and 1 hologram
screen displacement caused by the HMD’s hand recognition
required time adjustments but did not interrupt the session.
Continuous updates to the system have been implemented to
address these challenges and enhance the program’s stability,
thus reducing the likelihood of similar disruptions in future
studies.

Our system integrates an audiovisual cue system for
real-time mentoring, addressing previous limitations related

to the lack of physical guidance and verbal explanation
difficulties [42]. The supervisor could use visual holographic
cues such as arrows, lines, and images projected to the user’s
view through an HMD, along with audio cues for precise
probe manipulation. These cues were found to be the most
effective means of conveying information to the operator
[22]. However, it was challenging for supervisors to swiftly
send holograms while engaging in conversation. Proficiency
takes time for supervisors, and appropriate 3D objects need to
be created and prepared.

To further enhance remote ultrasound education methods,
our study emphasizes the importance of speed, stability, and
security. In ultrasound training, the promptness of feedback
is critical, making low latency essential. Maintaining latency
under the 700 ms threshold is recommended for effective
supervision [43-45]. Also, our platform includes 3 screens
(HMD, ultrasound, and 360° camera), offering redundancy to
maintain effective supervision even if one display encounters
delays or freezes. This feature is essential for telemedicine,
providing comprehensive observations from multiple angles.
Furthermore, concerns about personal information leakage
due to cyberattacks, particularly those targeting network and
communication connections, are addressed by our system’s
use of a 5G private network accessible only to registered
devices [46,47]. This enhances security and protects sensitive
data.

The developed platform’s versatility extends to various
medical practices, including endoscopy and laparoscopy,
using HDM interface for image transmission. With 5G
base stations installed in hospital areas like operating
rooms and emergency departments, it supports diverse
skill training across medical fields. Its established infra-
structure and innovative design facilitate a dynamic role
swap between educators and learners, particularly enhancing
surgical education by overcoming traditional constraints such
as limited visual fields during surgery. Equipped with HMDs,
surgeons can perform and broadcast procedures simulta-
neously, expanding learners’ perspectives and fostering
interactive, immersive training experiences. This adaptabil-
ity and functionality underscore the platform’s potential to
revolutionize medical education, positioning it as a crucial
tool for metaverse education platforms.
Limitations
First, our study’s generalizability is limited by its single-
institution setting within a private network, as technological
and infrastructural conditions may differ across institutions.
Additionally, this study did not include noninferiority testing
due to the lack of a prior sample size calculation and
statistical planning, which limits the robustness and gener-
alizability of our findings. Future studies should address
this aspect with appropriate sample sizes and statistical
designs. Second, several technical challenges arose during the
study, including program crashes, app errors, and ultrasound
image transmission delays, which required additional time
to resolve. While these issues were promptly addressed
and did not affect the overall results or session flow,
they highlight the need for further improvements in system

JMIR SERIOUS GAMES Kim et al

https://games.jmir.org/2025/1/e63448 JMIR Serious Games 2025 | vol. 13 | e63448 | p. 9
(page number not for citation purposes)

https://games.jmir.org/2025/1/e63448


stability to ensure consistent operation in future studies.
Third, the lack of an assessment of the supervisor’s user
experience creates a gap in the comprehensive evaluation of
a platform’s overall effectiveness. Fourth, while a 5-minute
HMD training session was provided, it may have been brief
for participants with no prior HMD experience, potentially
affecting initial ease of use. Although only a few HMD-rela-
ted interventions were required, a longer training session
could improve user familiarity and comfort in future studies
(Table S2 in Multimedia Appendix 3). Fifth, the environmen-
tal conditions in the emergency department treatment room,
with its inherent noise and commotion, might have affected
the participants’ concentration and performance, adding an
external variable to the study’s context. Finally, the use of a
phantom model for simulation, although practical, may not
fully capture the complexities of real patient interactions,
potentially limiting the applicability of the training in actual
clinical practice. Therefore, future studies should broaden

participant bases, ensure technological robustness, evaluate
all user experiences, and incorporate real patient scenarios to
enhance the applicability of the findings and the platform’s
utility in clinical education.

Conclusions
This study demonstrated the potential of a novel MR-
based ultrasound education platform using a 5G private
network. Although no significant differences in scores
were observed between groups, considerable differences
in positive educational interactions, workload, and usabil-
ity were evident. These findings emphasize the platform’s
potential to significantly enhance the ultrasound training
experience, suggesting a pivotal shift toward more interactive
and efficient learning.

Acknowledgments
ABDFAN (Kyoto Kagaku Co.), an ultrasound phantom, and HoloLens 2 (Microsoft) were provided by the Education and
Human Resources Development Department of the Samsung Medical Center. Kyungmi Min from the Research Institute for
Future Medicine, Samsung Medical Center, Seoul, Korea, helped with participant enrollment and study conduction. This
research was supported by a grant from the Korea Health Technology R&D Project through the Korea Health Industry
Development Institute, funded by the Ministry of Health and Welfare, Republic of Korea (grant HI23C0460), and by the
National Research Foundation of Korea, funded by the Ministry of Science and ICT (grant NRF-2022R1C1C1011864).
Data Availability
The datasets generated during and analyzed during this study are not publicly available due to privacy restrictions. However,
they are available from the corresponding author on reasonable request.
Authors’ Contributions
HY and MHS conceptualized the study. MK led the investigation, curated the data, conducted formal analyses, created
visualizations, and wrote the initial draft. HY engaged in the investigation, formal analysis, funding acquisition, and contrib-
uted to the initial draft. SM was involved in formal analysis and visualization. WCC secured funding for the project. MHS,
WCC, and IJJ participated in the review and editing of the manuscript.
Conflicts of Interest
None declared.
Multimedia Appendix 1
Standard images for abdominal ultrasound.
[DOCX File (Microsoft Word File), 1349 KB-Multimedia Appendix 1]

Multimedia Appendix 2
Evaluation criteria of ultrasonography.
[DOCX File (Microsoft Word File), 18 KB-Multimedia Appendix 2]

Multimedia Appendix 3
Total number of interventions during experiment.
[DOCX File (Microsoft Word File), 15 KB-Multimedia Appendix 3]

Checklist 1
Consolidated Standards of Reporting Trails (CONSORT) e-health checklist.
[PDF File (Adobe File), 1038 KB-Checklist 1]
References
1. Whitson MR, Mayo PH. Ultrasonography in the emergency department. Crit Care. Aug 15, 2016;20(1):227. [doi: 10.

1186/s13054-016-1399-x] [Medline: 27523885]

JMIR SERIOUS GAMES Kim et al

https://games.jmir.org/2025/1/e63448 JMIR Serious Games 2025 | vol. 13 | e63448 | p. 10
(page number not for citation purposes)

https://jmir.org/api/download?alt_name=games_v13i1e63448_app1.docx
https://jmir.org/api/download?alt_name=games_v13i1e63448_app1.docx
https://jmir.org/api/download?alt_name=games_v13i1e63448_app2.docx
https://jmir.org/api/download?alt_name=games_v13i1e63448_app2.docx
https://jmir.org/api/download?alt_name=games_v13i1e63448_app3.docx
https://jmir.org/api/download?alt_name=games_v13i1e63448_app3.docx
https://jmir.org/api/download?alt_name=games_v13i1e63448_app4.pdf
https://jmir.org/api/download?alt_name=games_v13i1e63448_app4.pdf
https://doi.org/10.1186/s13054-016-1399-x
https://doi.org/10.1186/s13054-016-1399-x
http://www.ncbi.nlm.nih.gov/pubmed/27523885
https://games.jmir.org/2025/1/e63448


2. Uschnig C, Recker F, Blaivas M, Dong Y, Dietrich CF. Tele-ultrasound in the era of COVID-19: a practical guide.
Ultrasound Med Biol. Jun 2022;48(6):965-974. [doi: 10.1016/j.ultrasmedbio.2022.01.001] [Medline: 35317949]

3. Rose S. Medical student education in the time of COVID-19. J Am Med Assoc. Jun 2, 2020;323(21):2131-2132. [doi:
10.1001/jama.2020.5227] [Medline: 32232420]

4. Trafton J, Martins S, Michel M, et al. Evaluation of the acceptability and usability of a decision support system to
encourage safe and effective use of opioid therapy for chronic, noncancer pain by primary care providers. Pain Med. Apr
2010;11(4):575-585. [doi: 10.1111/j.1526-4637.2010.00818.x] [Medline: 20202142]

5. Eke OF, Henwood PC, Wanjiku GW, Fasina A, Kharasch SJ, Shokoohi H. Global point-of-care ultrasound education
and training in the age of COVID-19. Int J Emerg Med. Feb 18, 2021;14(1):12. [doi: 10.1186/s12245-021-00338-9]
[Medline: 33602112]

6. Choi W, Cho YS, Ha YR, et al. Role of point-of-care ultrasound in critical care and emergency medicine: update and
future perspective. Clin Exp Emerg Med. Dec 2023;10(4):363-381. [doi: 10.15441/ceem.23.101] [Medline: 38225778]

7. Samannodi M, Bulkhi A, Alwafi H, et al. Impact of COVID-19 pandemic on medical education: a cross-sectional study
in the western region of Saudi Arabia. Adv Med Educ Pract. 2022;13:741-754. [doi: 10.2147/AMEP.S369213] [Medline:
35903321]

8. Kang SY, Yoo J, Park S, et al. Online learning versus hands-on learning of basic ocular ultrasound skills: a randomized
controlled non-inferiority trial. Med Bogota Colomb. Jul 20, 2022;58(7):960. [doi: 10.3390/medicina58070960]

9. Situ-LaCasse E, Acuña J, Huynh D, et al. Can ultrasound novices develop image acquisition skills after reviewing online
ultrasound modules? BMC Med Educ. Mar 20, 2021;21(1):175. [doi: 10.1186/s12909-021-02612-z] [Medline:
33743680]

10. Bui C, Parange N, Bezak E, Bidner A. The role of telehealth in ultrasound training for remote learners: a systematic
review. Telemed J E Health. Apr 2024;30(4):963-975. [doi: 10.1089/tmj.2023.0396] [Medline: 38052050]

11. Barteit S, Lanfermann L, Bärnighausen T, Neuhann F, Beiersmann C. Augmented, mixed, and virtual reality-based head-
mounted devices for medical education: systematic review. JMIR Serious Games. Jul 8, 2021;9(3):e29080. [doi: 10.
2196/29080] [Medline: 34255668]

12. Munzer BW, Khan MM, Shipman B, Mahajan P. Augmented reality in emergency medicine: a scoping review. J Med
Internet Res. Apr 17, 2019;21(4):e12368. [doi: 10.2196/12368] [Medline: 30994463]

13. Chen L, Day TW, Tang W, John NW. Recent developments and future challenges in medical mixed reality. Presented at:
2017 IEEE International Symposium on Mixed and Augmented Reality (ISMAR); Oct 9-13, 2017; Nantes, France. [doi:
10.1109/ISMAR.2017.29]

14. Milgram P, Colquhoun H. A taxonomy of real and virtual world display integration. Mix Real: Merg Real Virt Worlds.
1999;1:1-26. URL: https://www.researchgate.net/profile/Paul-Milgram/publication/2440732_A_Taxonomy_of_Real_
and_Virtual_World_Display_Integration/links/0c96052ade643c2f8a0000000c96052ade643c2f8a000000/A-Taxonomy-
of-Real-and-Virtual-World-Display-Integration.pdf [Accessed 2025-01-14]

15. Hu HZ, Feng XB, Shao ZW, et al. Application and prospect of mixed reality technology in medical field. Curr Med Sci.
Feb 2019;39(1):1-6. [doi: 10.1007/s11596-019-1992-8] [Medline: 30868484]

16. Nguyen T, Plishker W, Matisoff A, Sharma K, Shekhar R. HoloUS: augmented reality visualization of live ultrasound
images using HoloLens for ultrasound-guided procedures. Int J Comput Assist Radiol Surg. Feb 2022;17(2):385-391.
[doi: 10.1007/s11548-021-02526-7] [Medline: 34817764]

17. Nylund ME, Jain S, Tegnander E, et al. Mixed reality training application to perform obstetric pulsed-wave Doppler
ultrasound. Educ Inf Technol. Apr 2024;29(6):7519-7551. [doi: 10.1007/s10639-023-12069-w]

18. Stojanovska M, Tingle G, Tan L, et al. Mixed reality anatomy using Microsoft HoloLens and cadaveric dissection: a
comparative effectiveness study. Med Sci Educ. Mar 2020;30(1):173-178. [doi: 10.1007/s40670-019-00834-x] [Medline:
34457656]

19. Stark PW, Borger van der Burg BLS, van Waes OJF, et al. Telemedicine-guided two-incision lower leg fasciotomy
performed by combat medics during tactical combat casualty care: a feasibility study. Mil Med. Feb 27,
2024;189(3-4):e645-e651. [doi: 10.1093/milmed/usad364]

20. Jell A, Vogel T, Ostler D, et al. 5th-Generation mobile communication: data highway for Surgery 4.0. Surg Technol Int.
Nov 10, 2019;35:36-42. [Medline: 31694061]

21. Lacy AM, Bravo R, Otero-Piñeiro AM, et al. 5G-assisted telementored surgery. Br J Surg. Nov
2019;106(12):1576-1579. [doi: 10.1002/bjs.11364] [Medline: 31483054]

22. Shabir D, Anjum A, Hamza H, et al. Development and evaluation of a mixed-reality tele-ultrasound system. Ultrasound
Med Biol. Aug 2023;49(8):1867-1874. [doi: 10.1016/j.ultrasmedbio.2023.04.017] [Medline: 37263893]

23. Lee SY. Private 5G (e-Um 5G) trend and promotion policy. J Korean Inst Electromagn Eng Sci. Jul 2022;33(7):531-540.
[doi: 10.5515/KJKIEES.2022.33.7.531]

JMIR SERIOUS GAMES Kim et al

https://games.jmir.org/2025/1/e63448 JMIR Serious Games 2025 | vol. 13 | e63448 | p. 11
(page number not for citation purposes)

https://doi.org/10.1016/j.ultrasmedbio.2022.01.001
http://www.ncbi.nlm.nih.gov/pubmed/35317949
https://doi.org/10.1001/jama.2020.5227
http://www.ncbi.nlm.nih.gov/pubmed/32232420
https://doi.org/10.1111/j.1526-4637.2010.00818.x
http://www.ncbi.nlm.nih.gov/pubmed/20202142
https://doi.org/10.1186/s12245-021-00338-9
http://www.ncbi.nlm.nih.gov/pubmed/33602112
https://doi.org/10.15441/ceem.23.101
http://www.ncbi.nlm.nih.gov/pubmed/38225778
https://doi.org/10.2147/AMEP.S369213
http://www.ncbi.nlm.nih.gov/pubmed/35903321
https://doi.org/10.3390/medicina58070960
https://doi.org/10.1186/s12909-021-02612-z
http://www.ncbi.nlm.nih.gov/pubmed/33743680
https://doi.org/10.1089/tmj.2023.0396
http://www.ncbi.nlm.nih.gov/pubmed/38052050
https://doi.org/10.2196/29080
https://doi.org/10.2196/29080
http://www.ncbi.nlm.nih.gov/pubmed/34255668
https://doi.org/10.2196/12368
http://www.ncbi.nlm.nih.gov/pubmed/30994463
https://doi.org/10.1109/ISMAR.2017.29
https://www.researchgate.net/profile/Paul-Milgram/publication/2440732_A_Taxonomy_of_Real_and_Virtual_World_Display_Integration/links/0c96052ade643c2f8a0000000c96052ade643c2f8a000000/A-Taxonomy-of-Real-and-Virtual-World-Display-Integration.pdf
https://www.researchgate.net/profile/Paul-Milgram/publication/2440732_A_Taxonomy_of_Real_and_Virtual_World_Display_Integration/links/0c96052ade643c2f8a0000000c96052ade643c2f8a000000/A-Taxonomy-of-Real-and-Virtual-World-Display-Integration.pdf
https://www.researchgate.net/profile/Paul-Milgram/publication/2440732_A_Taxonomy_of_Real_and_Virtual_World_Display_Integration/links/0c96052ade643c2f8a0000000c96052ade643c2f8a000000/A-Taxonomy-of-Real-and-Virtual-World-Display-Integration.pdf
https://doi.org/10.1007/s11596-019-1992-8
http://www.ncbi.nlm.nih.gov/pubmed/30868484
https://doi.org/10.1007/s11548-021-02526-7
http://www.ncbi.nlm.nih.gov/pubmed/34817764
https://doi.org/10.1007/s10639-023-12069-w
https://doi.org/10.1007/s40670-019-00834-x
http://www.ncbi.nlm.nih.gov/pubmed/34457656
https://doi.org/10.1093/milmed/usad364
http://www.ncbi.nlm.nih.gov/pubmed/31694061
https://doi.org/10.1002/bjs.11364
http://www.ncbi.nlm.nih.gov/pubmed/31483054
https://doi.org/10.1016/j.ultrasmedbio.2023.04.017
http://www.ncbi.nlm.nih.gov/pubmed/37263893
https://doi.org/10.5515/KJKIEES.2022.33.7.531
https://games.jmir.org/2025/1/e63448


24. Kim HC, Kim PN, Lee JS, Choi JI, Lee MW. Test for the accreditation of ultrasound practices using abdominal
phantom: preliminary study intended for radiology residents. J Korean Soc Ultrasound Med. 2013;32(3):171-181. URL:
https://koreamed.org/SearchBasic.php?RID=1704977 [Accessed 2025-01-08]

25. Park SE, Lee SH, Lee DJ, Kim KM, Park SB, Kim BT, et al. Abdominal ultrasonography: procedure and training.
Korean J Fam Prac. 2014;4(1):28-37. URL: https://www.kjfp.or.kr/journal/view.html?uid=111&vmd=Full&amp;
[Accessed 2025-01-08]

26. Liu R, Blaivas M, Moore C, et al. Emergency Ultrasound Standard Reporting Guidelines. American College of
Emergency Physicians; 2018.

27. Said S, Gozdzik M, Roche TR, et al. Validation of the Raw National Aeronautics and Space Administration Task Load
Index (NASA-TLX) Questionnaire to assess perceived workload in patient monitoring tasks: pooled analysis study using
mixed models. J Med Internet Res. Sep 7, 2020;22(9):e19472. [doi: 10.2196/19472] [Medline: 32780712]

28. Dias RD, Ngo-Howard MC, Boskovski MT, Zenati MA, Yule SJ. Systematic review of measurement tools to assess
surgeons’ intraoperative cognitive workload. Br J Surg. Apr 2018;105(5):491-501. [doi: 10.1002/bjs.10795] [Medline:
29465749]

29. Helin K, Kuula T, Vizzi C, Karjalainen J, Vovk A. User experience of augmented reality system for astronaut’s manual
work support. Front Robot AI. 2018;5(106):106. [doi: 10.3389/frobt.2018.00106] [Medline: 33500985]

30. Liang J, Xian D, Liu X, et al. Usability study of mainstream wearable fitness devices: feature analysis and system
usability scale evaluation. JMIR Mhealth Uhealth. Nov 8, 2018;6(11):e11066. [doi: 10.2196/11066] [Medline:
30409767]

31. Crouch AK, Dawson M, Long D, Allred D, Madsen T. Perceived confidence in the FAST exam before and after an
educational intervention in a developing country. Int J Emerg Med. Feb 27, 2010;3(1):49-52. [doi: 10.1007/s12245-009-
0144-5] [Medline: 20414382]

32. Morrison RG, Halpern SA, Brace EJ, et al. Open-source ultrasound trainer for healthcare professionals: a pilot
randomized control trial. Simul Healthc. 2022;19(1):113-121. [doi: 10.1097/SIH.0000000000000697]

33. Birlo M, Edwards PJE, Yoo S, et al. CAL-Tutor: a HoloLens 2 application for training in obstetric sonography and user
motion data recording. J Imaging. Dec 29, 2022;9(1):6. [doi: 10.3390/jimaging9010006] [Medline: 36662104]

34. Drake AE, Hy J, MacDougall GA, et al. Innovations with tele-ultrasound in education sonography: the use of tele-
ultrasound to train novice scanners. Ultrasound J. Feb 14, 2021;13(1):6. [doi: 10.1186/s13089-021-00210-0] [Medline:
33586112]

35. Brisson AM, Steinmetz P, Oleskevich S, Lewis J, Reid A. A comparison of telemedicine teaching to in-person teaching
for the acquisition of an ultrasound skill - a pilot project. J Telemed Telecare. Jun 2015;21(4):235-239. [doi: 10.1177/
1357633X15575446] [Medline: 25766853]

36. Lim H, Kim MJ, Park JM, et al. Use of smart glasses for ultrasound-guided peripheral venous access: a randomized
controlled pilot study. Clin Exp Emerg Med. Dec 2019;6(4):356-361. [doi: 10.15441/ceem.19.029] [Medline: 31910508]

37. Dyer D, Cusden J, Turner C, et al. The clinical and technical evaluation of a remote telementored telesonography system
during the acute resuscitation and transfer of the injured patient. J Trauma. Dec 2008;65(6):1209-1216. [doi: 10.1097/
TA.0b013e3181878052] [Medline: 19077603]

38. Moro C, Phelps C, Redmond P, Stromberga Z. HoloLens and mobile augmented reality in medical and health science
education: a randomised controlled trial. Br J Educ Tech. Mar 2021;52(2):680-694. [doi: 10.1111/bjet.13049]

39. Burckett-St Laurent DA, Cunningham MS, Abbas S, Chan VW, Okrainec A, Niazi AU. Teaching ultrasound-guided
regional anesthesia remotely: a feasibility study. Acta Anaesthesiol Scand. Aug 2016;60(7):995-1002. [doi: 10.1111/aas.
12695] [Medline: 26860837]

40. Douglas TM, Levine AR, Olivieri PP, et al. Brief training increases nurses’ comfort using tele-ultrasound: a feasibility
study. Intensive Crit Care Nurs. Apr 2019;51:45-49. [doi: 10.1016/j.iccn.2018.11.004] [Medline: 30514602]

41. Smith A, Addison R, Rogers P, et al. Remote mentoring of point-of-care ultrasound skills to inexperienced operators
using multiple telemedicine platforms: is a cell phone good enough? J Ultrasound Med. Nov 2018;37(11):2517-2525.
[doi: 10.1002/jum.14609] [Medline: 29577381]

42. Soni NJ, Boyd JS, Mints G, et al. Comparison of in-person versus tele-ultrasound point-of-care ultrasound training
during the COVID-19 pandemic. Ultrasound J. Sep 6, 2021;13(1):39. [doi: 10.1186/s13089-021-00242-6] [Medline:
34487262]

43. Kim T, Zimmerman PM, Wade MJ, Weiss CA. The effect of delayed visual feedback on telerobotic surgery. Surg
Endosc. May 2005;19(5):683-686. [doi: 10.1007/s00464-004-8926-6]

44. Korte C, Nair SS, Nistor V, Low TP, Doarn CR, Schaffner G. Determining the threshold of time-delay for teleoperation
accuracy and efficiency in relation to telesurgery. Telemed J E Health. Dec 2014;20(12):1078-1086. [doi: 10.1089/tmj.
2013.0367] [Medline: 25290465]

JMIR SERIOUS GAMES Kim et al

https://games.jmir.org/2025/1/e63448 JMIR Serious Games 2025 | vol. 13 | e63448 | p. 12
(page number not for citation purposes)

https://koreamed.org/SearchBasic.php?RID=1704977
https://www.kjfp.or.kr/journal/view.html?uid=111&vmd=Full&amp
https://doi.org/10.2196/19472
http://www.ncbi.nlm.nih.gov/pubmed/32780712
https://doi.org/10.1002/bjs.10795
http://www.ncbi.nlm.nih.gov/pubmed/29465749
https://doi.org/10.3389/frobt.2018.00106
http://www.ncbi.nlm.nih.gov/pubmed/33500985
https://doi.org/10.2196/11066
http://www.ncbi.nlm.nih.gov/pubmed/30409767
https://doi.org/10.1007/s12245-009-0144-5
https://doi.org/10.1007/s12245-009-0144-5
http://www.ncbi.nlm.nih.gov/pubmed/20414382
https://doi.org/10.1097/SIH.0000000000000697
https://doi.org/10.3390/jimaging9010006
http://www.ncbi.nlm.nih.gov/pubmed/36662104
https://doi.org/10.1186/s13089-021-00210-0
http://www.ncbi.nlm.nih.gov/pubmed/33586112
https://doi.org/10.1177/1357633X15575446
https://doi.org/10.1177/1357633X15575446
http://www.ncbi.nlm.nih.gov/pubmed/25766853
https://doi.org/10.15441/ceem.19.029
http://www.ncbi.nlm.nih.gov/pubmed/31910508
https://doi.org/10.1097/TA.0b013e3181878052
https://doi.org/10.1097/TA.0b013e3181878052
http://www.ncbi.nlm.nih.gov/pubmed/19077603
https://doi.org/10.1111/bjet.13049
https://doi.org/10.1111/aas.12695
https://doi.org/10.1111/aas.12695
http://www.ncbi.nlm.nih.gov/pubmed/26860837
https://doi.org/10.1016/j.iccn.2018.11.004
http://www.ncbi.nlm.nih.gov/pubmed/30514602
https://doi.org/10.1002/jum.14609
http://www.ncbi.nlm.nih.gov/pubmed/29577381
https://doi.org/10.1186/s13089-021-00242-6
http://www.ncbi.nlm.nih.gov/pubmed/34487262
https://doi.org/10.1007/s00464-004-8926-6
https://doi.org/10.1089/tmj.2013.0367
https://doi.org/10.1089/tmj.2013.0367
http://www.ncbi.nlm.nih.gov/pubmed/25290465
https://games.jmir.org/2025/1/e63448


45. Xu S, Perez M, Yang K, Perrenot C, Felblinger J, Hubert J. Determination of the latency effects on surgical performance
and the acceptable latency levels in telesurgery using the dV-Trainer(®) simulator. Surg Endosc. Sep
2014;28(9):2569-2576. [doi: 10.1007/s00464-014-3504-z] [Medline: 24671353]

46. Jin ML, Brown MM, Patwa D, Nirmalan A, Edwards PA. Telemedicine, telementoring, and telesurgery for surgical
practices. Curr Probl Surg. Dec 2021;58(12):100986. [doi: 10.1016/j.cpsurg.2021.100986] [Medline: 34895561]

47. Bonaci T, Herron J, Yusuf T, Yan J, Kohno T, Chizeck HJ. To make a robot secure: an experimental analysis of cyber
security threats against teleoperated surgical robots. arXiv. Preprint posted online on Apr 16, 2015. [doi: arXiv:1504.
04339]

Abbreviations
DG: direct supervision group
EM: emergency medicine
HMD: head-mounted display
MR: mixed reality
NASA-TLX: National Aeronautics and Space Administration Task Load Index
SUS: System Usability Scale
TG: telesupervision group

Edited by Andrew Coristine; peer-reviewed by Allison Bayro, Carlos Izaias Sartorão Filho; submitted 25.06.2024; final
revised version received 16.11.2024; accepted 20.11.2024; published 16.01.2025

Please cite as:
Kim M, Son MH, Moon S, Cha WC, Jo IJ, Yoon H
A Mixed Reality–Based Telesupervised Ultrasound Education Platform on 5G Network Compared to Direct Supervision:
Prospective Randomized Pilot Trial
JMIR Serious Games 2025;13:e63448
URL: https://games.jmir.org/2025/1/e63448
doi: 10.2196/63448

© Minha Kim, Meong Hi Son, Suhyeon Moon, Won Chul Cha, Ik Joon Jo, Hee Yoon. Originally published in JMIR
Serious Games (https://games.jmir.org), 16.01.2025. This is an open-access article distributed under the terms of the Creative
Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work, first published in JMIR Serious Games, is properly cited. The
complete bibliographic information, a link to the original publication on https://games.jmir.org, as well as this copyright and
license information must be included.

JMIR SERIOUS GAMES Kim et al

https://games.jmir.org/2025/1/e63448 JMIR Serious Games 2025 | vol. 13 | e63448 | p. 13
(page number not for citation purposes)

https://doi.org/10.1007/s00464-014-3504-z
http://www.ncbi.nlm.nih.gov/pubmed/24671353
https://doi.org/10.1016/j.cpsurg.2021.100986
http://www.ncbi.nlm.nih.gov/pubmed/34895561
https://doi.org/arXiv:1504.04339
https://doi.org/arXiv:1504.04339
https://games.jmir.org/2025/1/e63448
https://doi.org/10.2196/63448
https://games.jmir.org
https://creativecommons.org/licenses/by/4.0/
https://games.jmir.org
https://games.jmir.org/2025/1/e63448

	A Mixed Reality–Based Telesupervised Ultrasound Education Platform on 5G Network Compared to Direct Supervision: Prospective Randomized Pilot Trial
	Introduction
	Methods
	Study Design
	Participants
	Study Protocol
	MR Telesupervised Ultrasound Education Platform
	Abdominal Ultrasonography
	User Experience and Confidence
	Evaluation of Outcomes
	Statistical Analysis
	Ethical Considerations

	Results
	Demographics
	Overall Performance Between Groups
	User Experience, Workload, and Confidence

	Discussion
	Principal Findings
	Limitations

	Conclusions


